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A B S T R A C T

TomoATT is an open-source software package, aiming at determining seismic velocity and azimuthal anisotropy 
based on adjoint-state traveltime tomography methods. Key features of TomoATT include Eikonal equation 
modeling, adjoint-state method, sensitivity kernel regularization, and multi-level parallelization. Through 
several toy experiments, we demonstrate TomoATT’s capability in accurate forward modeling, handling multi-
pathing phenomenon, delivering reliable tomographic results, and achieving high-performance parallelization. 
Additionally, TomoATT is benchmarked with a synthetic experiment and two real-data applications in central 
California near Parkfield and Thailand. The successful recovery of the synthetic model, along with the imaging 
results that are consistent with previous studies and regional tectonics, verifies the effectiveness of TomoATT. 
Each inversion starts with only three simple input files (about model, data, and parameters) and completes 
within 2 h using 64 processors. Overall, TomoATT offers an efficient and user-friendly tool for regional and 
teleseismic traveltime tomography, empowering researchers to image subsurface structures and deepen our 
understanding of the Earth’s interior.

1. Introduction

We developed an open-source software package, TomoATT, to invert 
traveltimes and differential arrival times from regional and teleseismic 
earthquakes for velocity heterogeneity and azimuthal anisotropy. This 
package aims to address the growing need for accurate subsurface 
seismic imaging, as well as to publicize the innovative adjoint-state 
traveltime tomography (ATT) methods (J. Chen, G. Chen et al., 2023; 
J. Chen, S. Wu et al., 2023; Tong, 2021a).

Compared with ray-based and wave equation-based tomography 
methods, the salient features of the ATT methods include the Eikonal 
equation-based forward modeling and the adjoint-state method for 
kernel calculation. Solving the Eikonal equation balances accuracy and 
efficiency: it is accurate and robust for calculating synthetic traveltime, 
avoiding the potential inaccuracy of bending and shooting methods for 
ray tracing (Rawlinson et al., 2008; Vidale, 1988). Although it is typi-
cally more computationally expensive than ray tracing, its 

computational complexity is an order of magnitude lower than that of 
solving a wave equation. Since the ATT methods use reliable traveltime 
data, the inversion is less affected by strong nonlinearity compared to 
waveform inversion (Mora, 1987; Alkhalifah, 2015), albeit at the cost of 
losing waveform information associated with multiple scattering. The 
adjoint-state method is applied to derive sensitivity kernels, which has 
proven effective in partially addressing the multipathing phenomenon 
(Tong et al., 2023), thus yielding accurate sensitivity kernels. During the 
inversion procedure, the step size-controlled gradient descent method is 
employed to update model parameters, with the multiple-grid parame-
terization and kernel density regularization incorporated to enhance the 
inversion reliability and accelerate convergence. These attributes make 
the ATT methods an efficient and robust tomographic approach for 
imaging subsurface velocity heterogeneity and seismic anisotropy (J. 
Chen, G. Chen et al., 2023; J. Chen, S. Wu et al., 2023; Tong, 2021a, 
2021b; Wu et al., 2022).

The TomoATT package is developed in C++ based on the ATT 
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methods. It utilizes the Message Passing Interface (MPI) and shared 
memory techniques for efficient parallelization. Popular file formats are 
supported for input and output operations, including YAML for param-
eter file, HDF5 for model file, and TEXT for data file. To improve user- 
friendliness, we also develop PyTomoATT, a companion Python mod-
ule to streamline the processing of input and output files. All resources 
are accessible through the link provided in the Code Availability Section.

This paper provides a comprehensive introduction to TomoATT. In 
Section 2, we briefly review the ATT methods and present an overview 
of the package. Section 3 demonstrates the key features of TomoATT 
through numerical experiments. Furthermore, we evaluate the perfor-
mance of TomoATT using both synthetic and real data in Section 4, 
showcasing its capability to resolve complex subsurface structures. By 
sharing our experiences and insights, we hope to encourage the 
geophysical community to adopt and further develop this open-source 
tool, advancing the field of seismic imaging and improving our under-
standing of subsurface dynamics.

2. Methodology and overview of TomoATT

2.1. Brief review of the ATT methods

Here we briefly review the ATT methods (Tong, 2021a; J. Chen, G. 
Chen et al., 2023; J. Chen, S. Wu et al., 2023; Tong et al., 2023). These 
methods aim at the determination of seismic slowness s(x) (the recip-
rocal of velocity) and azimuthal anisotropy parameters ξ(x) and η(x) by 
minimizing the discrepancy between synthetic and observational trav-
eltimes (e.g. Thurber, 1983; Kissling et al., 1994), common-source dif-
ferential arrival times (e.g. Lomax, 2005; Zhang et al., 2010; 
Eberhart-Phillips and Reyners, 2012; de Vos et al., 2013; Yuan et al., 
2016; Terhemba et al., 2022; Chen et al., 2023), and common-receiver 
differential arrival times (e.g. Waldhauser and Ellsworth, 2000; Zhang 

and Thurber, 2003; Pesicek et al., 2010; Guo and Zhang, 2017). The 
related problem is formulated as the following optimization problem 

min
s,ξ,η

χ = αχt + βχcs + γχcr. (1) 

The objective function χ is a weighted sum of the misfit functions χt ,

χcs, χcr corresponding to traveltimes, common-source differential arrival 
times, and common-receiver differential arrival times, respectively. α, β,
γ are weights for these three types of data (see Appendix A for a brief 
discussion of weights). The definitions are given by 

χt =
∑Ns

n=1

∑Nr

m=1

wn|m

2
(
Tn
(
xr,m

)
− Tobs

n
(
xr,m

))2
, (2) 
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n=1
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m=1

∑Nr
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2

(
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χcr =
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(
ΔTn,j|m − ΔTobs
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, (4) 

Here Tn
(
xr,m

)
and Tobs

n
(
xr,m

)
represent the synthetic and observational 

traveltimes of a particular seismic phase emanating from the n-th source 
at xs,n and recorded by the m-th receiver at xr,m, respectively. The syn-
thetic and observational common source differential arrival times 
associated with the common source xs,n and two separate receivers xr,m 

and xr,i are given by 

ΔTn|m,i = Tn
(
xr,m

)
− Tn

(
xr,i

)
,ΔTobs

n|m,i = Tobs
n
(
xr,m

)
− Tobs

n
(
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)
, (5) 

and the synthetic and observational common receiver differential arrival 
times associated with the common receiver xr,m and two separate 
sources xs,n and xs,j are 

ΔTn,j|m = Tn
(
xr,m

)
− Tj

(
xr,m

)
,ΔTobs

n,j|m = Tobs
n

(
xr,m

)
− Tobs

j

(
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. (6) 

The weight coefficients wn|m,wn|m,i,wn,j|m are determined by the 
quality of the observational data Tobs

n
(
xr,m

)
,ΔTobs

n|m,i, and ΔTobs
n,j|m, respec-

tively. Ns and Nr are the number of sources and receivers, respectively.
The ATT method derives the sensitivity kernels of the objective 

function with respect to model parameters based on the adjoint-state 
method (Leung and Qian, 2006) and solves the optimization problem 
iteratively (Fig. 1). Each iteration consists of four key steps: 

1. Calculate the synthetic traveltime field Tn(x) for each source xs,n by 
solving the anisotropic Eikonal equation in spherical coordinates 
(Tsai et al., 2003; J. Chen, G. Chen et al., 2023)

The boundary condition is set as Tn
(
xs,n

)
= 0 for earthquakes within 

the study region Ω or, for teleseismic earthquakes, is set as the travel 
time from the source to the study region boundary ∂Ω, by solving 2D 
Eikonal equations (J. Chen, S. Wu et al., 2023). Here ∇ is the gradient 
operator and the superscript t is the transpose operator. x = (r, θ,ϕ) is 
the spherical coordinate, in which r denotes the distance to the Earth’s 
center, θ is latitude, and ϕ is longitude. 

2. Calculate the adjoint field Pn(x) based on each traveltime field Tn(x)
by solving the adjoint equation (Leung and Qian, 2006)

∇⋅(Pn(x)([− ∇Tn(x)]tM(x; ξ, η))) =
∑Nr
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(
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)
. (8) 
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Here δ( ⋅) is the Dirac delta function. The adjoint source takes the form of 
Rn,m =

∂χ
∂Tn(xr,m)

, specified to be 

Rn,m = wn|m
(
Tn
(
xr,m

)
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n
(
xr,m

))
+ 2

∑Nr

i=1
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(
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)

+2
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(
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)
.

(9) 

The derivation of Rn,m is elaborated in Appendix B. 

3. Calculate the sensitivity kernels with respect to slowness s(x) and 
anisotropic parameters ξ(x), η(x) based on the adjoint-state method 
(J. Chen, G. Chen et al., 2023)

Ks(x) =
∑Ns

n=1
Pn(x)s2(x), (10) 

Kξ(x) =
∑Ns

n=1
Pn(x)

((
∂θTn(x)

r

)2

−

(
∂ϕTn(x)
r cos θ

)2)

, (11) 

Kη(x) =
∑Ns

n=1
− 2Pn(x)

∂θTn(x)
r

∂ϕTn(x)
r cos θ

. (12) 

An approximate linear relationship between the perturbations of 
model parameters δs(x), δξ(x), δη(x) and objective function δχ is 
accordingly constructed as follows 

δχ =

∫

Ω

Ks(x)
δs(x)
s(x)

dx+
∫

Ω

Kξ(x)δξ(x)dx+
∫

Ω

Kη(x)δη(x)dx. (13) 

4. Update s(x), ξ(x), η(x) using the step size-controlled gradient descent 
method (J. Chen, G. Chen et al., 2023). The multiple-grid parame-
terization (Tong et al., 2019) and kernel density regularization 
techniques are applied to enhance reliability.

The influence of source uncertainty on imaging results can be miti-
gated by updating hypocenter xs,n and origin time τn during the inver-
sion using the gradient descent method. The sensitivity kernels of the 
objective function with respect to xs,n and τn take the general forms of 

Kxs,n =
∑Nr

m=1

∂χ
∂Γm

(
xs,n

)∇Γm
(
xs,n

)
and Kτn =

∂χ
∂τn

, (14) 

which are specified in Appendix C.

2.2. Overview of the TomoATT package

One of the core features of the package is its robust utilization of the 
MPI, which allows for effective multi-level parallelization. This design 
empowers users to leverage high-performance computing (HPC) plat-
forms, maximizing computational resource efficiency, which is partic-
ularly beneficial for large-scale seismic imaging applications. 
Additionally, we employ shared memory techniques to optimize mem-
ory usage and enhance parallel processing efficiency.

To improve accessibility, TomoATT supports popular file formats for 
input and output operations. The package accommodates the YAML 
format for parameter files, which provides an intuitive way for users to 
configure their applications. For storing model parameters, the parallel 
version of HDF5 is utilized, renowned for its ability to handle large 
dataset efficiently. This format allows multiple processes to read from 

Fig. 1. The workflow of TomoATT to implement adjoint-state traveltime tomography, including anisotropic velocity model determination and earthquake location.
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and write to data files simultaneously, enhancing data access speed and 
overall computational efficiency. Additionally, a TEXT format is sup-
ported for managing input traveltime data, often characterized by a non- 
regular structure. To address the challenges posed by this structure, we 
developed PyTomoATT, a companion Python module designed to pro-
cess and handle non-regular data effectively. PyTomoATT includes 
functionalities for data filtering, weight assignment, coordinate rota-
tion, and other preprocessing tasks. Moreover, it provides tools for 
model generation and reading, model slicing, checkerboard generation, 
and the creation and modification of parameter files. These capabilities 
work together to streamline the preparation and management of input 
and output files, enabling researchers to set up the inversion process 
efficiently without needing extensive programming knowledge.

All resources related to TomoATT, including the core package, user 
documentation, and PyTomoATT, are licensed under the GNU General 
Public License v3.0. These tools are compatible with multiple platforms, 
including MacOS, Linux, and Windows through Windows Subsystem for 
Linux (WSL). TomoATT can be compiled with various compilers, 
including GNU, Intel, and Clang, ensuring broad accessibility for users 
across different operating systems and development environments. The 
tools and documentation are available through the link provided in the 
Code availability section.

3. Key features of TomoATT

In this section, we design several toy experiments to demonstrate the 
key features of TomoATT, including forward modeling, adjoint-state 
method, multiple-grid parameterization, kernel density regularization, 
and multi-level parallelization.

3.1. Forward modeling

TomoATT solves the anisotropic Eikonal equation for the traveltime 
field of wavefront propagation from the source to any positions within 
the study region. We select the fast sweeping method (FSM) (Zhao, 
2005) as the Eikonal solver. This grid-based method has proven un-
conditionally convergent to the solution (Zhao, 2005), and achieves the 
optimal computational complexity of O(N), where N is the total number 
of grid nodes. Additionally, we use the multiplicative factorization 
technique (Luo and Qian, 2012) to eliminate source singularity and 
solve the equation in spherical coordinates to account for Earth’s 

curvature (J. Chen, G. Chen et al., 2023), further improving accuracy. 
Here we design two toy models to evaluate the accuracy of FSM for 
calculating traveltime and teleseismic differential arrival time, 
respectively.

First, we consider a linear velocity model within the domain ranging 
from [0,20∘] × [0, 400 km], where the velocity approximately increases 
from 4.5 km/s at the surface to 9 km/s at the bottom (Fig. 2a). The 
earthquake is located at the center xs = (10∘,200 km). The Eikonal 
equation is solved on four meshes with grid spacings of 20, 10, 5, and 
2.5 km, respectively. The L1 norm error between the calculated and 
analytical solutions 

⃦
⃦Tcal(x) − Ttrue(x)‖L1 

decreases as grid spacing de-
creases, from 0.0517 s to 0.0096 s (Fig. 2c), demonstrating the expected 
first-order accuracy (Luo and Qian, 2012). We also measure the trav-
eltime errors at stations on the surface, which accumulate with epicenter 
distance (Fig. 2b). The results show that the maximum error in this 
model remains below 0.1 s for epicenter distances less than 800 km, 
provided grid spacing is less than 5 km.

Second, we consider the global AK135 model (Kennett et al., 1995) 
within the region [11∘N,21∘N] × [96∘E,106∘E] × [0,500 km]. A teleseismic 
earthquake is located at ( 5∘S, 142∘E,20 km), with an epicenter distance 
of 45.68∘ from the center of the study region (Fig. 3a). 81 stations are 
evenly distributed on the surface (Fig. 3b). We solve the Eikonal equa-
tion on a mesh with grid spacing of 10 km× 10 km× 5 km, and calcu-
late common-source differential traveltimes between stations less than 
300 km apart. Since the analytical solution is unavailable, we compare 
results obtained from the Eikonal solver with those from the TauP 
software (Crotwell et al., 1999). The standard deviation of misfits 
(ΔTcal − ΔTTauP) is 0.03 s (Fig. 3c), verifying the accuracy of our Eikonal 
solver.

3.2. Sensitivity kernels based on the adjoint-state method

TomoATT computes sensitivity kernels using the adjoint-state 
method. It solves for adjoint field in the study region, which describes 
the transportation of adjoint sources from receivers to the source along 
the opposite direction of wavefront propagation (e.g., along the negative 
direction of traveltime gradient in isotropic media). The main advantage 
is that this approach measures the sensitivity field throughout the study 
region, rather than restricting it to a single ray path. Therefore, it 
effectively addresses the multipathing phenomenon, where the wave-
front reaches one receiver along multiple paths with similar traveltimes 

Fig. 2. Validation of the Eikonal solver for calculating traveltime. (a) The true traveltime field Ttrue(x) calculated in the velocity model. The red star indicates the 
earthquake. The black curves represent traveltime isochrones at an interval of 20 s. (b) Traveltime errors at surface stations (depth = 0 km) relative to epicenter 
distance. The blue, yellow, green, and red curves show numerical errors with grid spacings of 20, 10, 5, and 2.5 km, respectively. Oscillations in the blue curve may 
arise from interpolation errors on the sparse grid. (c) The left column shows the calculated traveltime fields Tcal(x) with grid spacings of 20, 10, 5, and 2.5 km. True 
and calculated traveltime isochrones are denoted by black and white dashed curves, respectively. The right column displays the numerical error fields Tcal(x)−
Ttrue(x) for each grid spacing, with the L1 norm errors quantified. (For interpretation of the references to color in this figure legend, the reader is referred to the Web 
version of this article.)
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(Tong et al., 2023). The multipathing phenomenon is not pervasive and 
occurs only where the traveltime gradient is discontinuous, possibly 
having limited impact on the inversion. Nevertheless, it is still preferable 
to address this potential issue using the adjoint-state method rather than 
ignoring it.

Here we present an example to illustrate this issue. We consider a 
linear velocity model with several high- and low-velocity anomalies 
embedded (Fig. 4a). An earthquake is located at 40 km depth, and three 
stations are deployed on the surface. Two paths exist from the source to 
each station with similar minimum traveltimes. Consequently, the 
sensitivity kernel should be supported on both paths, as the velocity 
perturbation along either path would affect the traveltime. The adjoint- 
state method successfully provides correct sensitivity kernels by 
measuring the sensitivity throughout the study region (Fig. 4b). In 
contrast, without special treatment, ray-based methods identify only a 
single ray path, resulting in an incomplete sensitivity kernel.

3.3. Multiple-grid parameterization and kernel density normalization

After obtaining the sensitivity kernels on discretized grid nodes, 
TomoATT applies two regularization techniques to enhance inversion 
reliability: multiple-grid parameterization and kernel density normali-
zation. The grid nodes for forward modeling are typically dense to 
ensure the accuracy. Directly updating model parameters on the forward 
grid nodes is unsuitable, as the number of variables may exceed the 

resolving ability of the limited traveltime data. The multiple-grid 
parameterization (Tong et al., 2019) has been proposed to address this 
problem.

The multiple-grid parameterization method designs H sets of coarse 

inversion grids, denoting the nodes of the h-th grid as 
(

rh
i , θh

j , ϕh
k

)
. A 

series of basis functions are defined based on these inversion grids, given 
by 

Bh
l (r, θ,ϕ) =

1
H

u
h

i
(r)vh

j (θ)w
h
k(ϕ), l = i + Nh

I (j − 1) + Nh
I N

h
J(k − 1), (15) 

in which 

uh
i (r) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
r− rh

i− 1
)/(
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i − rh

i− 1
)
, rh

1 ≤ rh
i− 1 ≤ r ≤ rh

i ,

(
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i+1 − r

)/(
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i+1 − rh

i
)
, rh

i ≤ r ≤ rh
i+1 ≤ rh

NI
,

0, otherwise.

(16) 

vh
i (θ) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(
θ− θh

j− 1

)/(
θh

j − θh
j− 1

)
, θh

1 ≤ θ
h
j− 1 ≤ θ ≤ θh

j ,
(

θh
j+1 − θ

)/(
θh

j+1 − θh
j

)
, θh

j ≤ θ ≤ θ
h

j+1
≤ θh

NJ
,

0,otherwise.

(17) 

Fig. 3. Validation of the Eikonal solver for teleseismic differential arrival time. (a) The teleseismic earthquake (red star) and the study region (red box). Black dashed 
circles denote epicenter distances of 30∘ and 60∘. (b) Calculated traveltime field within the study region. The blue triangles denote stations deployed on the surface. 
(c) Histogram of differential arrival misfits ΔTcal − ΔTTauP. The mean value and standard deviation are − 0.021 s and 0.03 s, respectively, verifying the accuracy of the 
Eikonal solver. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 4. A toy experiment illustrating the multipathing phenomenon. (a) P-wave velocity model. The blue triangles denote stations, and the red star marks the 
earthquake. White curves represent traveltime isochrones at an interval of 1 s. (b) Sensitivity kernel computed with artificial adjoint sources Rn,m = 1. The adjoint- 
state method captures the sensitivity along multiple paths, demonstrating its capability to address the multipathing phenomenon. (For interpretation of the references 
to color in this figure legend, the reader is referred to the Web version of this article.)
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wh
i (ϕ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
ϕ− ϕh

k− 1
)/(

ϕh
k − ϕh
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)
,ϕh

1 ≤ ϕ
h
k− 1 ≤ ϕ ≤ ϕh

k,

(
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)/(

ϕh
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)
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h
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,
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(18) 

A model perturbation field is then assumed to be represented by a 
linear combination of these basis functions 

δm(x) =
∑

l,h
δCh

l B
h
l (x). (19) 

Consequently, the approximate linear relationship (13) between the 
perturbations in model parameters and the objective functions is 
modified to 

δχ =
∑

l,h

∂χ
∂Ch

l,s
δCh

l,s +
∑

l,h

∂χ
∂Ch

l,ξ
δCh

l,ξ +
∑

l,h

∂χ
∂Ch

l,η
δCh

l,η, (20) 

where the new sensitivity kernel with respect to auxiliary parameters 
(

Ch
l,s,C

h
l,ξ,C

h
l,η

)
are 

∂χ
∂Cl,s

=

∫

Ω

Ks(x)Bh
l (x)dx,

∂χ
∂Cl,ξ

=

∫

Ω

Kξ(x)Bh
l (x)dx,

∂χ
∂Cl,η

=

∫

Ω

Kη(x)Bh
l (x)dx.

(21) 

This method projects the model perturbation δs(x), δξ(x), δη(x) from 
an infinite-dimensional function space into a finite-dimensional vector 

space represented by 
(

Ch
l,s, Ch

l,ξ, Ch
l,η

)
. Thus, the number of variables is 

decreased, and the sensitivity kernel is smoothed by convoluting it with 
the basis function Bh

l (x). Additionally, averaging contributions across 
multiple inversion grids mitigates potential error from subjective se-
lection of a single inversion grid, thereby, enhancing inversion stability.

Real-data inversions often suffer from uneven data distribution, 
leading to slower model updates in regions with sparse data coverage. 
Various methods have been proposed to address this issue, such as event 
declustering (Tong, 2021b) and assigning weights (Ruan et al., 2019). 
Here, we consider the characteristics of the adjoint-state method and 
propose an innovative approach. Taking the slowness sensitivity kernel 
Ks(x) as an example, the sensitivity of the data associated with the n-th 
event, referred to as the event kernel, is given by 

Fig. 5. A toy experiment demonstrating multiple-grid parameterization and kernel density normalization in tomography. (a) Initial velocity model with 8 stations on 
the surface (blue triangles) and 10,000 unevenly distributed earthquakes. (b) Velocity perturbation of the target model relative to the initial model. (c) Original 
sensitivity kernel at the first iteration, rescaled to [ − 1,1]. (d) Imaging result after 40 iterations using the original sensitivity kernel. (e)–(f) Sensitivity kernel and 
imaging result after applying multiple-grid parameterization. Dots of the same color represents nodes in the same inversion grid. (g)–(l) Sensitivity kernels and 
imaging results after applying both multiple-grid parameterization and kernel density regularization with different coefficients ζ = 0.3,0.6,0.9. (For interpretation of 
the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Ks,n(x) = Pn(x)s2(x). (22) 

The key feature is the adjoint field Pn(x), which satisfies the adjoint 
equation (8). This equation describes the backward transportation of 
data residuals, consisting of Tn

(
xr,m

)
− Tobs

n
(
xr,m

)
, ΔTn|m,i − ΔTobs

n|m,i, and Δ 
Tn,j|m − ΔTobs

n,j|m, from the receivers to the source along the negative di-
rection of wavefront propagation. In contrast, if we do not use the data 
residuals but instead consider the number of data, we can obtain the so- 
called event kernel density. This can be easily implemented by intro-
ducing a specific adjoint source 

R̂n,m = wn|m⋅1 + 2
∑Nr

i=1

(
wn|m,i⋅1

)
+ 2

∑Ns

j=1

(
wn,j|m⋅1

)
. (23) 

Compared with the original adjoint source Rn,m in Equation (9), the 
only difference lies in replacing the data residuals with the number of 
data. Then, the specific adjoint field P̂n(x), satisfying a similar adjoint 
equation 

∇⋅(P̂n(x)([− ∇Tn(x)]tM(x; ξ, η))) =
∑Nr

m=1
R̂n,m⋅δ

(
x − xr,m

)
, (24) 

can be used to characterize the event kernel density. Summing up P̂n(x)
across all sources yields the sensitivity kernel density 

Kd(x) =
∑Ns

n=1
P̂n(x). (25) 

The kernel density Kd(x) is subsequently used to normalize the 
sensitivity kernel 

Ks(x)←
Ks(x)

(Kd(x) + ϵ)ζ,

Kξ(x)←
Kξ(x)

(Kd(x) + ϵ)ζ,

Kη(x)←
Kη(x)

(Kd(x) + ϵ)ζ.

(26) 

The small value ϵ avoids division by zero, and the coefficient ζ 
controls the degree of normalization. The normalization emphasizes the 
contribution of data in sparsely constrained regions, which accelerates 
the model update in these areas. However, it also magnifies the influ-
ence of noise on imaging results. Thus, an appropriate coefficient ζ 
should be carefully determined based on data distribution and noise 
level.

Here we present a toy experiment to illustrate the multiple-grid 
parameterization and kernel density regularization. The study region 
is defined as [0 km, 220 km] × [0 km, 50 km], with 8 stations evenly 
deployed on the surface. To mimic an uneven earthquake distribution, 
we randomly place 10,000 earthquakes, with a higher probability in the 
upper left (Fig. 5a). The initial model is an isotropic model where ve-
locity increases from 4 km/s at the surface to 8 km/s at 40 km depth. The 
target model is designed as a checkerboard model by adding staggered 
velocity perturbations to the initial model (Fig. 5b). The observational 
data is generated by calculating synthetic traveltimes in the target model 
and adding random Gaussian noise with a standard derivation of 0.1 s. 
We start with the initial model and invert the observational data to 
examine the recovery of checkerboard anomalies.

First, we perform the inversion without applying multiple-grid 
parameterization and kernel density normalization. The sensitivity 

Fig. 6. Illustration of multi-level parallelization in TomoATT. (a) Level 1: Source parallelization demonstrates numerically solving Eikonal equations in parallel for 
two earthquakes. The blue triangles denote stations, and the red star marks the earthquake. Gray circles denote grid nodes discretizing the computational domain. 
Level 2: A 2-by-2 domain decomposition. Arrows indicate communications between processors managing adjacent subdomains. Level 3: Hyperplane stepping 
parallelization. All grid nodes within a subdomain are categorized into multiple hyperplanes (oblique lines in different colors). The grid nodes on the same hy-
perplane (circles of the same color) can be processed in parallel. (b) Log-log plots showing the speed-up and memory usage relative to the number of processors for 
each parallelization method. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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kernel at the first iteration and the final inversion result are displayed in 
Fig. 5c and d. Numerous small artificial anomalies are observable at 1 
km, and the geometry of anomalies above 20 km depth is distorted. 
These likely arise from the excessive number of variables leading to 
unreliable inversion results. Second, we apply the multiple-grid 
parameterization, which eliminates the artifacts and produces a more 
reasonable inversion result (Fig. 5e and f). However, due to uneven 
earthquake distribution, the anomalies at the right bottom are less well 
recovered. Furthermore, we apply the kernel density normalization with 
different coefficients ζ = 0.3, 0.6, 0.9 (Fig. 5g–l). The normalization 
indeed emphasizes the sensitivity kernel at the right bottom, leading to 
better recovery of anomalies and reducing smearing caused by uneven 
earthquake distribution. A higher value of ζ leads to a higher degree of 
anomaly recovery; however, it also magnifies the artificial anomalies 
below 40 km depth at the right bottom due to insufficient data 
constraints.

3.4. Multi-level parallelization

In TomoATT, solving anisotropic Eikonal equations and adjoint 
equations at each iteration constitutes the primary computation cost. To 
fully utilize computational resources on high-performance-computing 
platforms, TomoATT implements three levels of parallelization 
(Fig. 6a): Source parallelization, domain decomposition (Zhao, 2007), 
and hyperplane stepping parallelization (Detrixhe and Gibou, 2016; 
Detrixhe et al., 2013).

Source parallelization (Fig. 6a, Level 1) is the most straightforward 
approach, as solving Eikonal and adjoint equations corresponding to 
multiple sources are completely independent. Consequently, source 
parallelization can achieve high parallel efficiency. The primary draw-
back is the significant memory required for simultaneously solving 
three-dimensional (3-D) equations, which may impose a considerable 
memory burden.

Domain decomposition is a widely applicable parallelization 
approach, which divides the 3D study region into I× J× K subdomains 
and assigns one processor to solve equations within each subdomain 
(Fig. 6a, Level 2). As a result, each processor only needs to process 
Ni,j,k = Nx,i × Ny,i × Nz,i grid nodes within one subdomain, rather than 

the total grid nodes N =
(∑I

i=1 Nx,i

)
×
(∑J

j=1 Ny,j

)
×
(∑K

z=1 Nz,k

)

within the whole study region. Its main advantage is that it requests 
almost no additional memory. However, a drawback is the increased 
computational cost due to boundary communications between pro-
cessors managing adjacent subdomains. More importantly, increasing 
the number of subdomains may result in more iterations for the FSM to 
converge, decreasing parallel efficiency.

After applying source parallelization (Level 1) and domain decom-
position (Level 2), Ni,j,k = Nx,i × Ny,i × Nz,i grid nodes within one sub-
domain are typically handled by one processor. Hyperplane stepping 
parallelization enables multiple processors to solve equations within a 
single subdomain simultaneously (Fig. 6a, Level 3). In this method, Nx,i×

Ny,j × Nz,k grid nodes within one subdomain are categorized into Nx,i+

Ny,j + Nz,k − 2 hyperplanes. Since the grid nodes on the same hyperplane 
are independently handled in the fast sweeping method, they can be 
processed in parallel by multiple processors. This approach, like domain 
decomposition, requires no additional memory. By leveraging a shared 

memory technique in MPI, the multiple processors can read and write 
values on Nx,i × Ny,j × Nz,k grid nodes within one subdomain. As a result, 
communication between these processors is avoided, leading to 
improved parallel efficiency.

We evaluate the performance of three parallelization methods at the 
National Supercomputing Centre (NSCC) Singapore, using up to 32 
processors to solve 64 Eikonal equations on a mesh of 101 × 101 × 101 
grid nodes. The speed-up and memory usage with respect to the number 
of processors are displayed in Fig. 6b and Table 1. Source parallelization 
achieves the highest parallel efficiency but requires substantial memory. 
In comparison, domain decomposition and hyperplane stepping paral-
lelization almost require no additional memory, though they yield 
slightly lower parallel efficiency due to inter-process communication 
and synchronization overhead. In summary, if memory capacity is suf-
ficient, prioritizing processors for source parallelization is optimal, fol-
lowed by hyperplane stepping parallelization and domain 
decomposition. It is worth noting that configuring the parallelization 
scheme in TomoATT is easy and straightforward. Only three settings in 
the YAML parameter file need to be modified, while the TEXT data file 
and HDF5 model file remain unchanged.

4. Case studies

TomoATT provides a powerful and user-friendly tool for imaging 
subsurface velocity heterogeneity and azimuthal anisotropy. In practical 
applications, dense and evenly distributed seismicity that offers suffi-
cient data constraints is often a key prerequisite for achieving robust and 
high-resolution imaging results. TomoATT and ambient noise surface 
wave tomography methods (e.g., Yang et al., 2007; Lin et al., 2013; Liu 
et al., 2019; Xu et al., 2025) are complementary, as the latter does not 
rely on regional seismicity but typically demands a dense station 
network and a relatively uniform distribution of ambient noise. In this 
section, we first design a synthetic experiment to validate TomoATT. 
Subsequently, we benchmark the package with two real-data inversion 
cases: regional tomography in California near Parkfield, and teleseismic 
tomography in Thailand and adjacent areas. The tomography for these 
two real cases has been detailed in our previous studies (J. Chen, G. Chen 
et al., 2023; J. Chen, S. Wu et al., 2023).

4.1. Earthquake location and tomography of a synthetic model

We design such a synthetic experiment, merely aiming at verifying 
earthquake location and tomography functions in TomoATT. The study 
region is [0, 2∘] × [0,2∘] × [0,40 km], with 25 stations uniformly deployed 
on the surface. The true model is built by embedding staggered velocity 
and anisotropic perturbations to an isotropic background model, whose 
velocity linearly increases from 5.0 km/s at 0 km depth to 8.0 km/s at 
40 km depth. 867 earthquakes are regularly located at depths of 10, 20, 
and 30 km (Fig. 7a). Observational traveltime data are generated using 
the true model and true earthquake locations. Correspondingly, the 
initial model is the background velocity model without any velocity or 
anisotropic perturbations. The initial earthquake locations are randomly 
deviated from the true locations, following uniform distributions with 
standard deviations of 0.1∘ in latitude and longitude, 10 km in depth, 
and 0.5 s in origin time (Fig. 7b).

Table 1 
The computational time and memory usage for each parallelization method.

Number of processors Source parallelization Domain decomposition Hyperplane stepping parallelization

1 662.62 s/0.21 GB – –
2 348.03 s/0.42 GB 435.17 s/0.23 GB 372.72 s/0.21 GB
4 211.41 s/0.83 GB 307.20 s/0.24 GB 233.11 s/0.21 GB
8 104.62 s/1.66 GB 162.59 s/0.27 GB 125.53 s/0.21 GB
16 52.64 s/3.32 GB 102.99 s/0.32 GB 71.14 s/0.21 GB
32 28.85 s/6.65 GB 63.99 s/0.42 GB 45.73 s/0.21 GB
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We perform the following 5 tests: 

● Test 1: Locate earthquakes in the true model. The inversion starts 
with the initial earthquake locations and the true model, performing 
200 iterations to update earthquake locations while keeping model 
parameters fixed.

● Test 2: Locate earthquakes in the initial model. The procedure is the 
same as in Test 1 but uses the initial model instead.

● Test 3: Update model parameters using the true earthquake loca-
tions. The inversion starts with the true earthquake location and the 
initial model, performing 40 iterations to update velocity and 
anisotropic parameters while keeping earthquake locations fixed.

● Test 4: Update model parameters using the initial earthquake loca-
tions. The procedure is the same as in Test 2 but uses the initial 
earthquake locations instead.

● Test 5: Simultaneously locate earthquakes and update model pa-
rameters. The inversion is conducted in three stages to reduce vari-
able coupling. First, we perform a preliminary earthquake location in 
the initial model for 50 iterations. Second, we simultaneously update 
model parameters and earthquake locations for 40 iterations. 
Finally, we relocate earthquakes in the improved velocity model for 
100 iterations to achieve more accurate earthquake locations.

In Test 1, earthquakes are accurately located in the true model 
(Fig. 8a), verifying the relocation function in TomoATT. In contrast, Test 
2 shows that final earthquake locations are slightly offset when using 
inaccurate velocity and anisotropic model parameters (Fig. 8b), high-
lighting the importance of an accurate model for precise earthquake 
location. Similarly, Test 3 indicates that the staggered velocity and 
anisotropic perturbations are accurately imaged using the true earth-
quake locations (Fig. 8c), verifying the imaging function in TomoATT. 
However, in Test 4, inaccurate earthquake locations result in significant 
distortions and artifacts in the imaged velocity and anisotropy (Fig. 8d), 
which underlines the critical role of accurate earthquake location in 
tomography. In practical applications, both initial earthquake locations 
and model parameters are typically biased. Therefore, it is suggested to 
update both earthquake locations and model parameters by simulta-
neous inversion, as illustrated in Test 5 (Fig. 8e). This test result in-
dicates that both model parameters and earthquake locations can be 
effectively constrained using the simultaneous inversion function in 
TomoATT.

We also evaluate the influence of data noise in these synthetic ex-
periments. The above five tests are repeated by adding a Gaussian noise 

with a standard deviation of 0.1 s to the data to mimic random picking 
errors. The results are illustrated in Fig. S1. From the comparison, we 
observe that the event locations are slightly deviated when noise is 
added, but remain relatively high accuracy (Fig. S1a versus 8a, S1e 
versus 8e). Meanwhile, the recovered velocities and anisotropies are 
similar in Figures R1c and R2c, possibly due to the large quantity of data 
that suppresses the effect of random data noise. Overall, the five syn-
thetic tests yield similar inversion results, indicating that the random 
data noise has limited influence on the inversion parameters in these 
cases.

4.2. Regional tomography in central California near Parkfield

We benchmark TomoATT with the regional tomography in central 
California near Parkfield, covering a study region of 160 km × 440 km 
horizontally and 50 km vertically (Fig. 9a). After applying strict data 
selection criteria (see more details in J. Chen, G. Chen et al. (2023)) to 
the traveltime data from Northern California Earthquake Data Center 
(NCEDC, 2014) and Southern California Earthquake Data Center 
(SCEDC, 2013), we collected 1,218,044 first P-arrival times from 32,721 
earthquakes and recorded by 607 stations for inversion. As the earth-
quake locations has been robustly determined by the data centers, we 
only inverted for velocity heterogeneity and azimuthal anisotropy, 
keeping earthquake locations fixed.

The initial model is built as an isotropic layered model used in Tong 
(2021b). Four constant velocities of 4.17, 6.03, 6.59, and 7.94 km/s are 
assigned to the sedimentary layer, upper crust, lower crust, and upper-
most mantle, respectively. These four layers are separated by two flat 
interfaces at 4 km and 16 km depths, and an undulating Moho discon-
tinuity extracted from the Crust1.0 model (Laske et al., 2013). 
Furthermore, a Gaussian filter with a standard deviation of 1 km is 
applied near the three velocity discontinuities to smooth the initial 
model.

The study region is discretized into a mesh of 149,787 grid nodes, 
with an approximate grid spacing of 5 km× 5 km× 1 km. This grid 
spacing is sufficient to ensure the accuracy of our Eikonal solver, as 
validated in Section 3.1. By applying the reciprocal principle, we can 
regard the 607 stations as sources and the 32,721 earthquakes as re-
ceivers, which allows for numerically solving only 607 anisotropic 
Eikonal equations and adjoint equations per iteration, rather than 
32,721. We perform 80 iterations on the NSCC platform using 64 pro-
cessors powered by AMD EPYC 7713 64-Core Processor of 2.0 GHz, 
completing the inversion in 57 min.

Fig. 7. Model setting of a syntehtic experiment. (a) Velocity perturbation of the true model relative to the initial model. Yellow bars represent azimuthal anisotropy, 
aligned with fast velocity directions. Blue triangles are stations on the surface. True earthquake hypocenters are evenly distributed at depths of 10 km (red dots), 20 
km (green dots), and 30 km (black dots). (b) Initial earthquake hypocenters. (c) Histograms of horizontal offsets of hypocenters, vertical offsets of hypocenters, and 
origin time offsets. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Checkerboard resolution tests are designed to investigate the data 
resolving ability, and to assess the influence of random data noise. The 
size of the checker is approximately 80 km × 70 km × 10 km in x-y-z 
directions for velocity and 80 km × 110 km × 10 km for anisotropy 
(Fig. S2). Without data noise, velocity perturbation and anisotropy can 
be well recovered above 17 km depth (Fig. S3). However, the anomalies 
in the north margin and near the southern coastline are poorly recovered 
due to less data coverage (Fig. S3e–g). After that, the checkerboard 
resolution test is repeated with noisy data. The noise follows a Gaussian 
distribution with a standard deviation of 0.1 s to mimic random picking 
error. The inversion result (Fig. S4) is similar to that without noise. It 
suggests that the imaging result is insensitive to random data noise, 
possibly due to the large volume of data used in the inversion.

Pronounced velocity perturbations are revealed in the real data im-
aging results, illustrated in horizontal sections in Fig. 9b. At 4 km depth, 
the San Andreas Fault (SAF) clearly separates the low-velocity zone 
beneath the Franciscan terrane (FT) in the east from the high-velocity 

anomaly beneath the Salinian terrane (ST) in the west. This character-
istic structure aligns well with previous imaging results 
(Eberhart-Phillips and Michael, 1993; Lippoldt et al., 2017; Thurber 
et al., 2006). The velocity contrast remains at 8 km depth, though the 
high-velocity anomaly weakens. By 16 km depth, it is replaced by a 
broad low-velocity anomaly beneath the SAF. This anomaly is suggested 
by ambient noise tomography (Lippoldt et al., 2017) to expand to the 
lower crust and uppermost mantle. It is also associated with a 
high-conductivity zone in the crust (Becken et al., 2011), possibly 
indicating the presence of crustal fluid (Tong, 2021a). Our result also 
images a low-velocity anomaly beneath the Santa Maria Basin (SMB), 
which extends from the surface to 8 km and is connected to the broad 
low-velocity anomaly at 16 km.

The crustal azimuthal anisotropy beneath the SAF and vicinity shows 
distinct patterns (Fig. 9c). Specifically, strong anisotropy is observed 
beneath the creeping and transition segments of the SAF at 8 km depth, 
with the fast velocity direction parallel to the fault. This fault-parallel 

Fig. 8. Test results in the synthetic experiment. Notations follow Fig. 7. (a) Test 1: Earthquake locations determined in the true model, verifying the relocation 
function. (b) Test 2: Earthquake locations determined in the initial model, showing slight deviation due to inaccurate velocity and anisotropy. (c) Test 3: Velocity and 
anisotropic parameters updated with the true earthquake locations, verifying the tomography function (d) Test 4: Velocity and anisotropic parameters updated with 
the initial earthquake location, resulting in noticeable distortions and artifacts due to source uncertainty. (e) Test 5: Simultaneous inversion of model parameters and 
earthquake locations.
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fast velocity direction is usually observed near large strike-slip faults (e. 
g., Zhang and Schwartz, 1994; Peng and Ben-Zion, 2004; Rasendra et al., 
2014). Due to the fault parallel crack alignment, P-wave tends to 
propagate faster along the fault strike than in the orthogonal direction, 
leading to fault-parallel fast velocity directions (Zhang and Schwartz, 
1994). This suggests that anisotropy near the SAF is dominated by the 
fault structure (Boness and Zoback, 2006). This observation is consistent 
with the results of teleseismic receiver function analysis (Audet, 2015; 
Ozacar and Zandt, 2009). In contrast, farther from the SAF, the fast 
velocity direction shifts, forming a large angle or becoming nearly 
perpendicular to the fault. This pattern coincides with the maximum 
horizontal compression (SHmax) direction observed from borehole data 
(Townend and Zoback, 2004), indicating that the anisotropy is 
stress-induced.

In summary, variations in seismic velocity and azimuthal anisotropy 
in central California near Parkfield are successfully imaged by inverting 
first P-arrival traveltimes. The consistency of the results with local tec-
tonics and previous studies validates the effectiveness of TomoATT in 
the regional tomography.

4.3. Teleseismic tomography in Thailand and adjacent areas

We benchmark TomoATT with the teleseismic tomography in 
Thailand and adjacent areas. A total of 51 stations, consisting of 40 
temporary stations from the Thai Seismic Array (Tanaka et al., 2019) 
and 11 additional permanent stations, are deployed within the study 
region spanning from 97∘E to 106∘E and from 12∘N to 21∘N (Fig. 10a). 
We download waveforms from 190 earthquakes with magnitudes 
greater than 5.0 and epicentral distances between 30∘ and 90∘ (Fig. 10b) 

and use the multi-channel cross correlation technique (VanDecar and 
Crosson, 1990) to extract common-source differential arrival times. 
After applying strict data selection criteria (J. Chen, G. Chen et al., 
2023), we collect 15,205 common-source differential arrival times to 
invert for upper mantle seismic velocity. The azimuthal anisotropy is 
fixed as 0 during the inversion, as the nearly vertical ray paths of tele-
seismic events provide limited constraints on azimuthal anisotropy.

The initial model is built by adopting the Crust1.0 model (Laske 
et al., 2013) for the crustal P-wave velocity and the global reference 
AK135 model (Kennett et al., 1995) for the mantle P-wave velocity. The 
computational region of 12∘ × 12∘ × 600 km is discretized into a mesh of 
1,771,561 grid nodes, with an approximate grid spacing of 10 km×

10 km× 5 km. This grid spacing is sufficient to ensure the accuracy of 
our Eikonal solver, as validated in Section 3.2. We perform 80 iterations 
on the NSCC platform using 64 processors, completing the inversion in 
124 min.

Checkerboard resolution tests are performed to investigate data 
resolving ability and to assess the influence of data noise (Fig. S5). The 
size of the checkers is approximately 160 km× 160 km× 150 km. 
Without data noise, the velocity perturbations are well recovered within 
the station coverage (Fig. S6). However, oblique smearing is observed 
outside the network, possibly due to the propagation direction of tele-
seismic waves. Meanwhile, the amplitude of the recovered velocity 
perturbation is underestimated. This may be attributed to the fact that 
teleseismic waves travel from depth to the surface, traversing alter-
nating high- and low-velocity anomalies. The opposing effect of the 
staggered velocity anomalies on traveltimes tends to cancel out, thereby 
mitigating the sensitivity of traveltime data to the anomaly amplitude, 
ultimately leading to underestimation. We also repeat the checkerboard 

Fig. 9. Tectonic setting and imaging results in central California near Parkfield. (a) Topography map. Red box outlines the study region. Earthquakes and stations are 
denoted by red dots and blue triangles, respectively. Black lines mark active faults. (b) Horizontal sections of P-wave velocity perturbation relative to the horizontal 
average. Coastline and the San Andreas Fault (SAF) are indicated by thinner and thicker black lines, respectively. Key tectonic features are labeled: FT (Franciscan 
Terrane), ST (Salinian Terrane), SMB (Santa Maria Basin), and TR (Transverse Ranges). (c) Horizontal sections of azimuthal anisotropy. Yellow bars align with the 
fast velocity directions. Black, red, and blue lines denote the creeping, transitional, and locked segments of the SAF. (For interpretation of the references to color in 
this figure legend, the reader is referred to the Web version of this article.)
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tests with noisy data. The data noise follows a Gaussian distribution with 
a standard deviation of 0.1 s. The comparison between the results with 
and without noise (Figs. S6 and S7) shows a high level of similarity, 
indicating that the inversion results are relatively insensitive to random 
data noise.

Fig. 10c illustrates the horizontal sections of velocity perturbations 
related to the horizontal average in real data imaging. The most notable 
feature is the high-velocity perturbation beneath the Khorat Plateau, 
contrasting with a low-velocity perturbation to the west. This structure 
shows consistency with previous tomographic images (Li et al., 2006; 
Yang et al., 2015), and corresponds to a cold and thick lithosphere 
beneath the Khorat Plateau, as inferred by the thermal analysis based on 
S-velocity (C. Yu et al., 2017). Furthermore, our result reveals a 
low-velocity perturbation beneath the southwestern corner of the 
Khorat Plateau, different from the high-velocity perturbation in the 
central area. This distinct feature may suggest that the southwestern 
margin of the Khorat Plateau is partially modified. The vertical section 
BB^’ crossing this anomaly reveals two low-velocity channels extending 
from the surface down to the upper mantle. These low-velocity pertur-
bations may indicate the pathways for mantle material upwelling, 
potentially driven by the mantle convection associated with surrounding 
subduction systems of the Indo-Australian, Pacific, and Philippine Sea 
Plates (Lin et al., 2019). Notably, the western channel appears con-
nected to a possible slab window of the Indian Plate (Pesicek et al., 2008; 
Y. Yu et al., 2017). The mantle upwelling through the slab window may 
also be a contributing factor to the mantle upwelling (Arboit et al., 
2016).

5. Conclusions

TomoATT provides an effective solution for regional and teleseismic 
traveltime tomography, based on the Eikonal equation-based adjoint- 

state traveltime tomography methods. Synthetic experiments showcase 
its advantages in accurate forward modeling, handling multipathing 
phenomenon, sensitivity kernel regularization for reliable inversion, 
and multi-level parallelization for high efficiency. Users can initiate an 
inversion easily with only three simple files: an HDF5 model file, a 
YAML parameter file, and a TEXT data file. Two real-data applica-
tions—regional tomography in central California near Parkfield and 
teleseismic tomography in Thailand and adjacent regions—were 
completed within 2 h using 64 processors. The imaging results reveal 
pronounced velocity perturbations and azimuthal anisotropies that align 
well with previous studies and local tectonics. These benchmarks 
demonstrate the effectiveness and efficiency of TomoATT for regional 
and teleseismic tomography.
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Fig. 10. Tectonic setting and imaging results in Thailand and adjacent regions. (a) Topography map. Black dashed lines denote major faults: DBPF (Dien Bien Phu 
Fault), WCF (Wang-Chao Fault), and TPF (Three Pagodas Fault). The solid black line indicates the Khorat Plateau. Stations are denoted by blue triangles. (b) 
Distribution of teleseismic earthquakes used for the inversion. Dashed circles represent epicenter distances of 30∘ and 60∘. (c) Horizontal and vertical sections of 
velocity perturbation relative to the horizontal average. Vertical section locations are plotted as green dashed lines. KP represents the Khorat Plateau. In BB’ profile, 
two black arrows indicate possible pathways of mantle upwelling, shown as low-velocity perturbations extending from the surface down to the upper mantle. (For 
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Appendix 

A. Chosen of weight coefficients

In general, determining the optimal weight coefficients for different types of data is somewhat subjective and should be evaluated on a case-by-case 
basis. Nevertheless, we provide some general principles that may guide the selection of reasonable weight coefficients.

A straightforward approach is to balance the contributions from different types of data by setting the weight coefficients as follows 

α =
1

∑Ns

n=1

∑Nr

m=1
wn|m

, β =
1

∑Ns

n=1

∑Nr

m=1

∑Nr

i=1
wn|m,i

, γ =
1

∑Ns

n=1

∑Ns

j=1

∑Nr

m=1
wn,j|m

.
(A1) 

This strategy ensures that the contributions from absolute traveltimes, common-source differential arrival times, and common-receiver differential 
arrival times are comparable in the overall misfit function. It avoids the predominance of any single data type, thereby enhancing the stability of the 
inversion.

Furthermore, if the standard deviations of the data misfits for the three types of data can be estimated as σt , σcs, and σcr, they can be further 
incorporated into the weight coefficient. As suggested by Tarantola (2005) (see Equation 1.60 on Page 22), the weight coefficients can be set to be 

α =
1

∑Ns

n=1

∑Nr

m=1
wn|mσ2

t

, β =
1

∑Ns

n=1

∑Nr

m=1

∑Nr

i=1
wn|m,iσ2

cs

, γ =
1

∑Ns

n=1

∑Ns

j=1

∑Nr

m=1
wn,j|mσ2

cr

.
(A2) 

This formulation helps eliminate the impact of differences in misfit magnitude among the various data types, thus leading to improved stability. If a 
consistent standard deviation is assumed for the three types of data, the weight coefficients in Equation (A2) reduce to those in Equation (A1).

In addition, the weight coefficients can be subjectively adjusted to emphasize specific types of data. For example, common-source differential 
arrival time is less sensitive to source uncertainty and better constrains receiver-side structures (Yuan et al., 2016; Guo and Zhang, 2017). Therefore, 
increasing the weight coefficient β associated with common-source differential arrival time may improve the reliability of the inversion, especially 
when using earthquake catalogs with relatively large source uncertainties. In contrast, common-receiver differential arrival times are proven less 
sensitive to near-receiver velocity heterogeneity (Waldhauser and Ellsworth, 2000; Zhang and Thurber, 2003). Accordingly, increasing the weight 
coefficient γ may enhance the robustness of earthquake location results. In summary, the weight coefficients can be subjectively adjusted based on 
prior knowledge and the specific goal of the study.

B. Derivation of adjoint sources

The core feature of the adjoint-state method is to solve the adjoint equation (8), in which the adjoint source takes the general form of 

Rn,m =

(
∂

∂Tn
(
xr,m

) χ
)

=
∂χt

∂Tn
(
xr,m

)+
∂χcs

∂Tn
(
xr,m

)+
∂χcr

∂Tn
(
xr,m

) . (B1) 

The three derivatives are detailed in Tong et al. (2023), which are also specified as follows 

∂χt

∂Tn
(
xr,m

) = wn|m
(
Tn
(
xr,m

)
− Tobs

n
(
xr,m

) )
, (B2) 

∂χcs

∂Tn
(
xr,m

) =
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i=1
wn|mi

( (
Tn
(
xr,m

)
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(
xr,i

) )
−
(
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n
(
xr,m

)
− Tobs

n
(
xr,i

) ) )
−
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wn|jm

( (
Tn
(
xr,j

)
− Tn

(
xr,m

) )
−
(
Tobs

n
(
xr,j

)
− Tobs

n
(
xr,m

) ) )

= 2
∑Nr

i=1
wn|mi

( (
Tn
(
xr,m

)
− Tn

(
xr,i

) )
−
(
Tobs

n
(
xr,m

)
− Tobs

n
(
xr,i

) ) )
, (B3) 
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∂χcr

∂Tn
(
xr,m

) =
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j=1
wnj|m
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(
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(
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(
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(
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) )
−
(

Tobs
n
(
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j
(
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) ) )
, (B4) 

C. The sensitivity kernel with respect to earthquake location

By using the reciprocal principle, the synthetic traveltime Tn
(
xr,m

)
from the n-th source xs,n and recorded by the m-th receiver xr,m equals the 

synthetic traveltime Γm
(
xs,n

)
from the receiver xr,m to the source xs,n (refer to Tong et al. (2023) for detailed discussion). Here the function Γm(x)

describes the wavefront traveltime from the m-th receiver xr,m to any position x. Consequently, the objective functions (2)–(4) can be reformulated as 
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2
(
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n
(
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, (C1) 

χcs =
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, (C2) 

χcr =
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(
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(
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. (C3) 

The sensitivity kernels of the objective function with respect to xs,n are derived as follows 

∇xs,n χ = ∇xs,n χt +∇xs,n χcs +∇xs,n χcr, (C4) 

in which 
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Similarly, the sensitivity kernels of the objective function with respect to τn are derived as follows 

∂τn χ = ∂τn χt + ∂τn χcs + ∂τn χcr, (C8) 

in which 
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∂τn χcs = 0 (C10) 
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Data availability

The code and data are shared via the link in Code Availability 
Section.
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