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Abstract Traveltime tomography considering reflection arrivals is a promising approach for investigating
interface topography and near‐interface velocity heterogeneity. In this study, we formulate this inverse problem
as an eikonal equation‐constrained optimization problem, in which the traveltime field of the reflection wave is
accurately described by a two‐stage eikonal equation. The novelty lies in deriving the Fréchet derivative with
respect to interface topography. By employing the coordinate transformation technique to convert an irregular
physical domain with an undulating interface to a regular computational domain, we successfully encode the
interface topography into the anisotropic parameters in the eikonal equation. This approach enables us to derive
explicit forms of the Fréchet derivatives related to interface topography and velocity based on the adjoint‐state
method, which is not only computationally efficient but also avoids potential inaccuracy in ray tracing. Several
numerical experiments are conducted to verify our new method. Finally, we apply this method to central
California near Parkfield by inverting traveltimes of both first‐P and Moho‐reflected waves (named PmP). The
low‐velocity anomalies imaged in the lower crust are consistent with the along‐strike variations of low‐
frequency earthquakes (LFEs) beneath the San Andreas Fault (SAF), suggesting the presence of fluids that may
influence the occurrence of LFEs in this region.

Plain Language Summary Reflection traveltime tomography utilizes the arrival times of reflection
waves to constrain subsurface structures. Reflection waves are more sensitive to deep velocity structures and
interface positions compared to direct waves, thereby providing independent and valuable constraints on
subsurface structures. This paper presents a framework for velocity and interface inversion by inverting
reflection arrivals. For forward modeling, the propagation of reflection waves is described by a two‐stage
eikonal equation. We achieve high‐precision calculation of the reflection arrivals by introducing appropriate
coordinate transformations to equivalently convert undulating interfaces into anisotropic parameters. For
inversion, explicit expressions of the sensitivity kernels of the misfit function with respect to both velocity
structure and interface topography are derived based on the adjoint‐state method. The entire workflow does not
require ray tracing or wave equation solving. Finally, the effectiveness of the proposed method is demonstrated
through a case study conducted in central California near Parkfield.

1. Introduction
Seismic tomography is one of the main tools for studying the heterogeneous structure of the Earth's interior.
Following the pioneering work of Aki and Lee (1976), numerous tomographic imaging results of various scales
have been obtained, which impact the study of geodynamic evolution, volcanism, and plate tectonics (e.g.,
Dziewonski et al., 1977; Tape et al., 2009; Van der Hilst et al., 1997; H. Zhu et al., 2012). Traveltime tomography
is frequently utilized for illuminating subsurface velocity structures. In regional‐scale traveltime tomography,
studies based on first‐P arrivals dominate because their traveltimes are one of the most robust information we can
extract from seismic records. Given that the majority of intracrustal earthquakes occur in upper crust (Jackson
et al., 2021), the tomographic resolution of lower crust is restricted due to insufficient data sampling, if only first‐
P arrivals are considered in inversion. Therefore, it is promising to consider crustal reflection arrivals (such as
PmP, SmS, etc.) in traveltime tomography because they can provide unique constraints on the lower crust
structure and Moho discontinuity, thereby improving imaging resolution (e.g., Christeson et al., 2013; Helm-
berger et al., 2001; Salah et al., 2005; Wang et al., 2022; Wu et al., 2022; D. Zhao et al., 2005).
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Tong (2021a) has developed an eikonal equation‐based adjoint‐state traveltime tomography method, which can
effectively determine subsurface velocity heterogeneity by inverting first arrivals. In comparison to ray tracing‐
based methods, the traveltime calculation based on solving an eikonal equation is more stable as it provides the
minimum traveltime from the source to any location within the study region, enabling it to accurately compute
first arrivals even in highly heterogeneous media. The computational cost is also acceptable, considering that
commonly used techniques such as fast marching method (Sethian, 1999; Sethian & Vladimirsky, 2000) or fast
sweeping method (Tsai et al., 2003; H. Zhao, 2005) can determine the traveltime field with a computational
complexity of O(N log N) or O(N), where N refers to the total number of grid points in a discretized region. In
contrast to waveform‐based traveltime tomography methods, the computational complexity of solving a wave
equation is approximately O(NNt) , where N and Nt represent the number of spatial and temporal discretization
grid points, respectively. The discretization parameters should be carefully determined based on the considered
frequency and stability conditions, making solving high‐frequency wave equations very time‐consuming (Cou-
rant et al., 1967; Koene et al., 2018; Komatitsch & Tromp, 1999). Wave equations can be simplified to eikonal
equations under the high‐frequency assumption. So, similar to ray tracing‐based methods, eikonal equation‐based
methods cannot characterize the finite frequency effect of seismic waves. Nevertheless, it achieves a good balance
between computational efficiency and accuracy, making it ideal for traveltime tomography. However, Tong's
method is only applicable to first arrivals and cannot be directly applied to the inversion of reflection arrivals. This
study will construct an inversion framework for reflection arrivals based on a multi‐stage eikonal equation and the
adjoint‐state method.

This study focuses on utilizing reflection arrivals to constrain velocity structures and interface topographies
through forward modeling based on a two‐stage eikonal equation and inversion with the adjoint‐state method.
Reflection arrivals have completely different propagation paths from first arrivals and carry valuable infor-
mation about deep structures and reflector geometries, which can significantly improve tomographic reso-
lution (e.g., Knapp et al., 2004; Li et al., 2022; Xia et al., 2007). Although solving an eikonal equation can
typically only predict first‐arrival traveltimes, the combination with a multi‐stage scheme enables the
calculation of reflection arrivals within heterogeneous models (Huang & Bellefleur, 2012; Rawlinson &
Sambridge, 2004b). An important benefit is that its computational cost is proportional to the number of
sources or receivers if reciprocity principle (Aki & Richards, 2002) is utilized. Specifically, the computational
cost is reduced compared to methods based on Fermat's principle of stationary time. The latter requires
calculating the traveltime field originating from each source and receiver to determine reflection arrivals
(Podvin & Lecomte, 1991; Rawlinson & Sambridge, 2004a; Riahi & Juhlin, 1994). Besides, inspired by the
topography‐dependent eikonal solver (G. Guo et al., 2022; Lan & Zhang, 2013; Zhou et al., 2023), we can
flatten the undulating interface by the coordinate transformation between the irregular physical domain and
the regular computational domain. Such a transformation can equivalently convert interface topography into
anisotropic parameters. Consequently, we can effectively solve anisotropic eikonal equations on a regularly
discretized grid in the computational domain, which avoids the loss of accuracy that may be caused by
irregular grids in the physical domain (Lan & Zhang, 2013). Combining these two approaches allows for the
rapid and accurate computation of synthetic reflection arrivals. For the inversion, we derive Fréchet de-
rivatives (or sensitivity kernels) of the misfit function with respect to velocity and interface topography,
respectively, based on the adjoint‐state method (J. Chen et al., 2023; Plessix, 2006; Tong, 2021a). In
particular, since the undulating interface is fully described by the anisotropic parameters determined by the
coordinate transformation, we can use these intermediate parameters to explicitly derive the gradient of the
misfit function with respect to interface topography. The resulting sensitivity kernel can be combined with a
gradient‐based optimization method to iteratively determine optimal model parameters. In each iteration, only
Ns (number of sources) forward simulations and Ns adjoint simulations are required to determine the gradient
without the need for ray tracing.

The rest of this paper is arranged as follows. First, we introduce the proposed adjoint‐state reflection trav-
eltime tomography method in detail in Section 2, which describes the calculation of reflection arrivals and the
derivation of the Fréchet derivatives based on the adjoint‐state method. Then in Section 3, several numerical
tests are performed to illustrate the effectiveness of the method. Finally, we apply the proposed method in
central California near Parkfield. Through the alternating inversion of first‐P arrivals and Moho‐reflected PmP
arrivals, the self‐consistent subsurface velocity structure and Moho discontinuity models of the study region
are constructed.
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2. Adjoint‐State Reflection Traveltime Tomography
In this section, we first formulate seismic tomography considering reflection arrivals as an optimization problem
constrained by eikonal equations, and then employ the adjoint‐state method to deduce the sensitivity kernels of
the misfit function in relation to both velocity model and interface topography. Leveraging the derived sensitivity
kernels, we employ an iterative optimization algorithm to update the velocity model and/or interface topography.

2.1. Forward Modeling and Optimization Problem

Consider a study region Ω with a flatten surface and an undulating interface Γ, which can be expressed as
Ω = {x = (x, y, z) | x ∈ [xmin, xmax], y ∈ [ymin, ymax], z ∈ [0, d(x,y)]} . Here xmin, xmax, ymin and ymax limit the
range of the study region in two horizontal directions, and d(x, y) describes the geometric shapes of the interface
Γ = {x ∈Ω | x = (x, y, d(x, y))}. Generally, d(x, y) needs to be second‐order differentiable with respect to both
variables. Considering earthquakes occurring within Ω at location xs,n (n = 1, 2, …, N) in the Cartesian coor-
dinate system, we can calculate the seismic wave traveltime field about each source by solving the eikonal
Equation 1 if the transmission medium is isotropic.

⎧⎨

⎩

∇TI
n(x) ⋅∇TI

n(x) = s2(x), x ∈Ω \ xs,n,

TI
n (xs,n) = 0.

(1)

Here s(x) describes the slowness at point x, which is equal to the reciprocal of the velocity (s(x) = 1/v(x)).
Following Rawlinson and Sambridge (2004a), we refer to TI

n(x) as the incident traveltime field (Figure 1a). It
gives the minimum traveltime from the source xs,n to any location x in the study region Ω, that is, the first arrival.
According to Huygens' principle, we can treat the interface as a secondary source and calculate the arrival time of
the reflection wave by solving the eikonal equation with corresponding boundary conditions

⎧⎨

⎩

∇TR
n (x) ⋅∇TR

n (x) = s2(x), x ∈Ω \ Γ,

TR
n (x) = TI

n(x), x ∈Γ.
(2)

TR
n (x) is the reflected traveltime field (Figure 1b), giving the reflection arrival from the source xs,n, reflecting off
the interface Γ, to any point x within Ω. To deal with the undulating interface Γ, we introduce the boundary‐
conforming grid (or body‐fitted grid) (Thompson et al., 1985), which is based on the coordinate trans-
formation from a rectangular computational (curvilinear) domain to an arbitrarily shaped physical (Cartesian)
domain, as exemplified in Figure 2. Specifically, after the body‐fitted grid is generated, grid points in physical
domain x = (x, y, z)∈Ω and computational domain ξ = (ξ, η, γ) ∈ Ω̂ have the following one‐to‐one mapping

⎧⎪⎪⎨

⎪⎪⎩

ξ = ξ(x,y,z)

η = η(x,y,z)

γ = γ(x,y,z)

,
⎧⎪⎪⎨

⎪⎪⎩

x = x(ξ,η,γ)

y = y(ξ,η,γ)

z = z(ξ,η,γ)

. (3)

Figure 1. Schematic of traveltime field calculation. The red star is the source and the red curve marks the undulating reflection interface. (a) The incident traveltime field
by solving Equation 1. (b) The reflected traveltime field by solving Equation 2, where the reflection interface (shading red) is treated as a secondary source. The black
curves represent the isochron of the traveltime field.
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We denote this mapping as G, representing that G(x) = ξ, and G− 1(ξ) = x. By employing this, the undulating
interface Γ∈Ω can be converted into a flattened interface Γ̂ = {ξ ∈ Ω̂ | G− 1(ξ)∈Γ} in the computational domain
Ω̂ = {ξ | G− 1(ξ)∈Ω} , and the interface topography is encoded in parameters determined by the coordinate
transformation. Consequently, the original isotropic eikonal equation is equivalently transformed into an
interface‐dependant anisotropic eikonal equation within a rectangular region. Specifically, we can reformulate the
eikonal equation in curvilinear coordinates by chain rules

(Tξξx + Tηηx + Tγγx)
2
+ (Tξξy + Tηηy + Tγγy)

2
+ (Tξξz + Tηηz + Tγγz)

2
= s2. (4)

A more compact form of Equation 4 is

∇T(ξ)tMΓ∇T(ξ) = s(ξ)2. (5)

∇Tt = (Tξ, Tη, Tγ) is the transpose of the gradient vector. MΓ is an anisotropic parameter matrix, determined by
the coordinate transformation, that is, by the interface Γ. In detail,

MΓ =

⎡

⎢
⎢
⎢
⎢
⎣

A D E

D B F

E F C

⎤

⎥
⎥
⎥
⎥
⎦
=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

ξ2x + ξ2y + ξ2z ξxηx + ξyηy + ξzηz ξxγx + ξyγy + ξzγz

ξxηx + ξyηy + ξzηz η2x + η2y + η2z ηxγx + ηyγy + ηzγz

ξxγx + ξyγy + ξzγz ηxγx + ηyγy + ηzγz γ2x + γ2y + γ2z

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, (6)

Text S1 in Supporting Information S1 gives a detailed derivation of how to calculate the elements in MΓ.

For imaging deep structures and/or reflectors, reflection waves offer unparalleled advantages over direct waves
due to their distinctive propagation paths. The objective is to determine the most suitable slowness model and/or
interface topography to minimize the discrepancy between observed and synthetic reflection arrivals. Conse-
quently, it is reasonable to consider the optimization problem of the following form

min
s,Γ

χ(s,Γ) =∑
Ns

n=1
∑

Nr

m=1

wR
n,m
2
(TR

n ( x̂r,m) − tR,obs
n,m )

2, (7a)

s.t
⎧⎨

⎩

(∇TI
n(ξ))

tMΓ (∇TI
n(ξ)) = s2(ξ), ξ ∈ Ω̂ \ x̂s,n,

TI
n ( x̂s,n) = 0.

(7b)

⎧⎨

⎩

(∇TR
n (ξ))

tMΓ (∇TR
n (ξ)) = s2(ξ), ξ ∈ Ω̂ \ Γ̂,

TR
n (ξ) = TI

n(ξ), ξ ∈ Γ̂.
(7c)

Figure 2. Mapping between the irregular physical domain and the regular computational domain.
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Here, tR,obs
n,m denotes the observed reflection arrival originating from the nth source xs,n (n = 1, 2, …, Ns) and

recorded by the mth receiver xr,m (m = 1, 2, …, Nr) in the physical domain Ω. x̂s,n = G(xs,n) and x̂r,m = G(xr,m)

represent positions of the corresponding source and receiver, respectively, in the computational domain Ω̂.
Similarly, Γ̂ represents a flat interface in the computational domain. wR

n,m is the weight coefficient that indicates
the reliability of observed data. The misfit function χ(s,Γ) measures the distance between the observed data and
synthetic data, where the synthetic reflection arrivals can be extracted from the traveltime field TR

n (ξ), which is
determined by solving Equations 7b and 7c in the computational domain. Note that Equations 1 and 2 and
Equations 7b and 7c are equivalent in describing the propagation of reflection waves, except that one is in the
physical domain Ω and the other is in the computational domain Ω̂. In the rest of this article, all calculations and
derivations are performed in the computational domain unless otherwise specified. To solve this optimization
problem, a fundamental step involves calculating the derivatives with respect to s(ξ) and Γ, which allows for the
utilization of a gradient‐based method to iteratively search for the optimal model.

2.2. The Fréchet Gradient About Slowness

In this section, we employ the adjoint‐state method to derive the Fréchet derivative of the misfit function χ with
respect to the slowness model s, which enables us to estimate the Fréchet derivatives at a cost comparable to
forward‐modeling simulations (Lions & Magenes, 2012; Plessix, 2006).

We assign a small perturbation δs(ξ) to the slowness model, which causes perturbation of incident traveltime field
δTI

n(ξ) and reflected traveltime field δTR
n (ξ). Accordingly, the perturbated eikonal equation writes

⎧⎨

⎩

(∇(TI
n(ξ) + δTI

n(ξ)))
tMΓ∇(TI

n(ξ) + δTI
n(ξ)) = (s(ξ) + δs(ξ))2, ξ ∈ Ω̂ \ x̂s,n,

TI
n ( x̂s,n) + δTI

n ( x̂s,n) = 0.
(8)

⎧⎨

⎩

(∇(TR
n (ξ) + δTR

n (ξ)))
tMΓ∇(TR

n (ξ) + δTR
n (ξ)) = (s(ξ) + δs(ξ))2, ξ ∈ Ω̂ \ Γ̂,

TR
n (ξ) + δTR

n (ξ) = TI
n(ξ) + δTI

n(ξ), ξ ∈ Γ̂.
(9)

Subtracting Equations 7b and 7c from Equations 8 and 9, ignoring second and higher order terms, we obtain

⎧⎨

⎩

(∇TI
n(ξ))

tMΓ∇δTI
n(ξ) = s(ξ)δs(ξ), ξ ∈ Ω̂ \ x̂s,n,

δTI
n ( x̂s,n) = 0.

(10)

⎧⎨

⎩

(∇TR
n (ξ))

tMΓ∇δTR
n (ξ) = s(ξ)δs(ξ), ξ ∈ Ω̂ \Γ̂,

δTR
n (ξ) = δTI

n(ξ), ξ ∈ Γ̂.
(11)

Multiply a test function PI
n(ξ) on both sides of Equation 10, and integrate it onΩ̂. Based on integration by parts and

the divergence theorem, the left‐hand side writes

LI
n =∫

Ω̂
PI

n(∇TI
n)

tMΓ∇δTI
ndξ =∫

Ω̂
∇ ⋅ (PI

n(∇TI
n)

tMΓδTI
n) dξ − ∫

Ω̂
δTI

n∇ ⋅ (PI
n(∇TI

n)
tMΓ) dξ

=∫
∂Ω̂

n ⋅ (PI
n(∇TI

n)
tMΓδTI

n) dσ +∫
Ω̂

δTI
n∇ ⋅ (PI

n(− ∇TI
n)

tMΓ) dξ ≜ LI1
n + LI2

n .

(12)

Here n represents the outward normal vector of the boundary ∂Ω̂, and the symbol≜ denotes that we define the first
and second term of LI

n as LI1
n and LI2

n , respectively. Similarly, for the reflected traveltime field, considering a test
function PR

n (ξ) and combining Equation 11, we have
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LR
n =∫

∂Ω̂
n ⋅ (PR

n (∇TR
n )

tMΓδTR
n ) dσ +∫

Ω̂
δTR

n ∇ ⋅ (PR
n (− ∇TR

n )
tMΓ) dξ ≜ LR1

n + LR2
n . (13)

Let ∂Ω̂ = (∂Ω̂ \ Γ̂)∪Γ̂, and assume that PI
n(ξ), PR

n (ξ) satisfy the following adjoint equations

⎧⎪⎪⎨

⎪⎪⎩

∇ ⋅ (PR
n (ξ)(− ∇TR

n (ξ))
tMΓ) = ∑

Nr

m=1
wR

n,m (T
R
n (ξ) − tR,obs

n,m )δ( ξ − x̂r,m),

PR
n (ξ) = 0, ξ ∈ ∂Ω̂ \ Γ̂.

(14)

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∇ ⋅ (PI
n(ξ)(− ∇TI

n(ξ))
tMΓ) = 0,

PI
n(ξ) = 0, ξ ∈ ∂Ω̂ \Γ̂,

PI
n(ξ) = PR

n (ξ), ξ ∈ Γ̂.

(15)

Note that δ( ξ − x̂r,m) in Equation 14 is the Dirac delta function. By substituting Equations 14 and 15 into LR2
n and

LI2
n , we can obtain that

LR2
n + LI2

n =∫
Ω̂

δTR
n ∑

Nr

m=1
wR

n,m (T
R
n (ξ) − tR,obs

n,m )δ( ξ − x̂r,m) dξ = δTR
n ( x̂r,m) ∑

Nr

m=1
wR

n,m (T
R
n ( x̂r,m) − tR,obs

n,m ). (16)

Similarly,

LR1
n + LI1

n =∫
∂Ω̂

n ⋅ (PR
n (∇TR

n )
tMΓδTR

n) dσ +∫
∂Ω̂

n ⋅ (PI
n(∇TI

n)
tMΓδTI

n) dσ

=∫
Γ̂

n ⋅ ((∇TR
n + ∇TI

n)
t
)MΓδTI

n PI
ndσ.

(17)

By Snell's Law, on the interface Γ, we have

n ⋅ (∇TI
n)

t
= − n ⋅ (∇TR

n )
t, (18)

which indicates that LR1
n + LI1

n = 0. In this way,

Ln = LI
n + LR

n = LI1
n + LI2

n + LR1
n + LR2

n = δTR
n ( x̂r,m) ∑

Nr

m=1
wR

n,m (T
R
n ( x̂r,m) − tR,obs

n,m ). (19)

Considering the right‐hand side terms of Equations 10 and 11, it is easy to obtain

Rn =∫
Ω̂
(PI

n(ξ) + PR
n (ξ)) s(ξ)δs(ξ)dξ. (20)

On the other hand, the perturbation of misfit function δχ can be formed by ignoring the second and higher‐order
terms

δχ = χ(s + δs) − χ(s) =∑
Ns

n=1
∑

Nr

m=1
wR

n,m (T
R
n ( x̂r,m) − tR,obs

n,m )δTR
n ( x̂r,m)

=∑

Ns

n=1
Ln =∑

Ns

n=1
Rn =∫

Ω̂
∑

Ns

n=1
Ks

n(ξ)
δs(ξ)
s(ξ)

dξ =∫
Ω̂

Ks(ξ)
δs(ξ)
s(ξ)

dξ,

(21)

where
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Ks(ξ) =∑
Ns

n=1
Ks

n(ξ) =∑
Ns

n=1
(PI

n(ξ) + PR
n (ξ)) s2(ξ). (22)

Equation 21 establishes an approximate linear relationship between the perturbation of the misfit function δχ and
the perturbation of the slowness model δs(ξ). Ks(ξ) (named misfit kernel) is the Fréchet derivative of the misfit
function with respect to slowness. By examining Equation 22, we can intuitively find that Ks(ξ) is a linear
combination of Ks

n(ξ) (named event kernel). In particular, the event kernel determined by one source‐receiver pair
is called an individual kernel, which provides information about the slowness structure along the reflection wave
path of this source‐receiver pair. For each source, only a two‐stage eikonal equation of Equations 7b and 7c for
traveltime field and a two‐stage adjoint equation of Equations 14 and 15 for adjoint field should be solved,
implying that the computational cost is proportional to the number of sources (Ns) and independent of the number
of receivers (Nr) .

2.3. The Fréchet Gradient About Interface Topography

In this section, we use the adjoint‐state method to derive the Fréchet derivative of the misfit function χ with
respect to the interface Γ. That is, we need to delineate an approximately linear relationship between the misfit
function perturbation δχ and the interface topography perturbation δd, considering that the interface Γ is
completely characterized by parameter d. As explicated in Section 2.1, a coordinate transformation was intro-
duced to convert the irregular interface in the physical domain into a flattened interface in the computational
domain, where the interface information is encoded in the anisotropic matrix MΓ determined by the coordinate
transformation. Therefore, the sensitivity kernel can be explicitly formulated by considering the quantitative
relationship between the interface Γ and the anisotropic matrix MΓ.

For simplicity of derivation, we choose a simple linear stretch to complete the mapping between the physical
domain and the computational domain (Fornberg, 1988; Tessmer et al., 1992). That is, in three‐dimensional
space, we consider the following coordinate transformation relationship

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

x(ξ,η,γ) = ξ,

y(ξ,η,γ) = η,

z(ξ,η,γ) =
d(ξ,η)
γmax

γ.

(23)

d(ξ,η) defines the interface topography, and the rectangular (ξ, η, γ)‐grid is defined by
[ξmin, ξmax] × [ηmin, ηmax] × [0, γmax]. It should be noted that γmax are subjectively selected. Generally, we can
set γmax close to d(ξ,η) (such as the average depth of the interface Γ). Under such a mapping, we can determine the
anisotropic parameter matrix MΓ according to Equation 6

MΓ =

⎡

⎢
⎢
⎢
⎢
⎣

A D E

D B F

E F C

⎤

⎥
⎥
⎥
⎥
⎦
=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 −
γdξ

d

0 1 −
γdη

d

−
γdξ

d
−

γdη

d

γ2(d2ξ + d2η) + γ2max
d2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (24)

We assign a small perturbation δd(ξ, η) to the interface d(ξ, η), which causes the perturbation of coordinate
transformation in the vertical direction

z(ξ,η,γ) =
d(ξ,η) + δd(ξ,η)

γmax
γ. (25)

Further, the perturbed anisotropic matrix MΓ + δMΓ is determined as
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MΓ + δMΓ = MΓ +

⎡

⎢
⎢
⎢
⎢
⎣

δA δD δE

δD δB δF

δE δF δC

⎤

⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 −
γ(dξ + δdξ)

d + δd

0 1 −
γ(dη + δdη)

d + δd

−
γ(dξ + δdξ)

d + δd
−

γ(dη + δdη)

d + δd

γ2((dξ + δdξ)
2
+ (dη + δdη)

2
) + γ2max

(d + δd)2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (26)

Plugging Equation 24 into Equation 26, we can directly know that

δA = 0, δB = 0, δD = 0. (27)

Keeping only the first‐order term, we have

δE = −
γ(dξ + δdξ)

d + δd
+

γdξ

d
= − γ

∂ ln(d + δd)
∂ξ

+ γ
∂ ln d

∂ξ
= − γ

∂
∂ξ
ln(1 +

δd
d
) = − γ

∂
∂ξ

δd
d
, (28)

Similarly,

δF = − γ
∂
∂η

δd
d
. (29)

δC = (γ
∂ ln(d + δd)

∂ξ
)

2

+ (γ
∂ ln(d + δd)

∂η
)

2

+
γ2max

(d + δd)2
− (γ

∂ ln d
∂ξ

)

2

− (γ
∂ ln d

∂η
)

2

−
γ2max
d2

= 2γ2
dξ

d
∂
∂ξ

δd
d
+ 2γ2

dη

d
∂
∂η

δd
d
− 2

γ2max
d2

δd
d
.

(30)

Similar to the derivation in Section 2.2, the perturbation of the anisotropic matrix δMΓ caused by the perturbation
of the interface topography δd results in corresponding perturbations in the incident traveltime field δTI

n(ξ) and
the reflected traveltime field δTR

n (ξ), which satisfy the perturbed eikonal equations below

⎧⎨

⎩

(∇(TI
n(ξ) + δTI

n(ξ)))
t
(MΓ + δMΓ)∇(TI

n(ξ) + δTI
n(ξ)) = s2(ξ), ξ ∈ Ω̂ \ x̂s,n,

TI
n ( x̂s,n) + δTI

n ( x̂s,n) = 0.
(31)

⎧⎨

⎩

(∇(TR
n (ξ) + δTR

n (ξ)))
t
(MΓ + δMΓ)∇(TR

n (ξ) + δTR
n (ξ)) = s2(ξ), ξ ∈ Ω̂ \ Γ̂,

TR
n (ξ) + δTR

n (ξ) = TI
n(ξ) + δTI

n(ξ), ξ ∈ Γ̂.
(32)

Subtracting Equations 7b and 7c from Equations 31 and 32, and ignoring second and higher order terms, we
obtain

⎧⎪⎨

⎪⎩

(∇TI
n(ξ))

tMΓ∇δTI
n(ξ) = −

1
2
(∇TI

n(ξ))
tδMΓ∇TI

n(ξ), ξ ∈ Ω̂ \ x̂s,n,

δTI
n ( x̂s,n) = 0.

(33)

Journal of Geophysical Research: Solid Earth 10.1029/2024JB029918
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⎧⎪⎨

⎪⎩

(∇TR
n (ξ))

tMΓ∇δTR
n (ξ) = −

1
2
(∇TR

n (ξ))
tδMΓ∇TR

n (ξ), ξ ∈ Ω̂ \Γ̂,

δTR
n (ξ) = δTI

n(ξ), ξ ∈ Γ̂.
(34)

We also multiply the test functions PI
n(ξ) and PR

n (ξ) on both sides of Equations 33 and 34 respectively, and
integrate them onΩ̂. Note that the left‐hand part is exactly the same as Equations 10 and 11, so the results remain
consistent if PR

n (ξ) and PI
n(ξ) satisfy the adjoint Equations 14 and 15. Specifically,

LI
n =∫

Ω̂
PI

n(∇TI
n)

tMΓ∇δTI
ndξ +∫

Ω̂
PR

n (∇TR
n )

tMΓ∇δTR
ndξ = ∑

Nr

m=1
wR

n,m (T
R
n ( x̂r,m) − tR,obs

n,m )δTR
n ( x̂r,m). (35)

For the right‐hand part, we take Equation 33 as an example

RI
n =∫

Ω̂
PI

n(−
1
2
(∇TI

n)
tδMΓ∇TI

n) dξ =∫
Ω̂

PI
n(− δE∂ξTI

n ∂γTI
n − δF∂ηTI

n ∂γTI
n −

δC
2
(∂γTI

n)
2
) dξ. (36)

The three integral terms in Equation 36 will be processed sequentially. Substituting into Equation 28, using
Green's theorem and integration by parts, the first term can be written as

∫
Ω̂

PI
n (− δE∂ξTI

n ∂γTI
n) dξ =∫

ξmax

ξmin
∫

ηmax

ηmin

∂
∂ξ

δd
d
(∫

γmax

0
γPI

n ∂ξTI
n ∂γTI

ndγ) dηdξ

= ∮ ∂Q
δd
d
(∫

γmax

0
γPI

n ∂ξTI
n ∂γTI

ndγ) dη − ∬ Q∂ξ(∫

γmax

0
γPI

n ∂ξTI
n ∂γTI

ndγ)
δd
d
dξdη,

(37)

where Q = [ξmin, ξmax] × [ηmin, ηmax] is a two‐dimensional plane with boundary ∂Q. If we further assume that
δd∣∂Q = 0, then the first term of Equation 37 vanishes, leading that

∫
Ω̂

PI
n (− δE∂ξTI

n ∂γTI
n) dξ = − ∬ Q∂ξ(∫

γmax

0
γPI

n ∂ξTI
n ∂γTI

ndγ)
δd
d
dξdη. (38)

The second term of Equation 36 can be treated in the same way and we get

∫
Ω̂

PI
n (− δF∂ηTI

n ∂γTI
n) dξ = − ∬ Q∂η(∫

γmax

0
γPI

n ∂ηTI
n ∂γTI

ndγ)
δd
d
dξdη, (39)

while the last integral term becomes

∫
Ω̂

PI
n(−

δC
2
(∂γTI

n)
2
) dξ =∫

Ω̂
PI

n(− γ2
dξ

d
∂
∂ξ

δd
d
− γ2

dη

d
∂
∂η

δd
d
+

γ2max
d2

δd
d
)(∂γTI

n)
2dξ

= ∬ Q(∂ξ(∫

γmax

0
γ2PI

n(∂γTI
n)
2dγ

dξ

d
) + ∂η(∫

γmax

0
γ2PI

n(∂γTI
n)
2dγ

dη

d
) +

∫

γmax

0
PI

n(∂γTI
n)
2 γ2max

d2
dγ)

δd
d
dξdη.

(40)

By combining Equations 36–40, we can obtain that

RI
n = ∬ QKI

n
δd
d
dξdη, (41)

where

Journal of Geophysical Research: Solid Earth 10.1029/2024JB029918
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KI
n = − ∂ξ(∫

γmax

0
γPI

n ∂ξTI
n ∂γTI

ndγ) − ∂η(∫

γmax

0
γPI

n ∂ηTI
n ∂γTI

ndγ)

+∂ξ(∫

γmax

0
γ2PI

n(∂γTI
n)
2dγ

dξ

d
) + ∂η(∫

γmax

0
γ2PI

n(∂γTI
n)
2dγ

dη

d
) +∫

γmax

0
PI

n(∂γTI
n)
2 γ2max

d2
dγ.

(42)

For the reflection part in Equation 34, repeating the above derivation and replacing the superscript “I” with “R”
yields

RR
n = ∬ QKR

n
δd
d
dξdη, (43)

where

KR
n = − ∂ξ(∫

γmax

0
γPR

n ∂ξTR
n ∂γTR

ndγ) − ∂η(∫

γmax

0
γPR

n ∂ηTR
n ∂γTR

ndγ)

+∂ξ(∫

γmax

0
γ2PR

n (∂γTR
n )
2dγ

dξ

d
) + ∂η(∫

γmax

0
γ2PR

n (∂γTR
n )
2dγ

dη

d
) +∫

γmax

0
PR

n (∂γTR
n )
2 γ2max

d2
dγ.

(44)

Finally, the integral term on the right side can be expressed as follows

Rn = ∫̂ΩPI
n(−

1
2
(∇TI

n)
tδMΓ∇TI

n) dξ + ∫̂ΩPR
n (−

1
2
(∇TR

n )
tδMΓ∇TR

n) dξ

= RI
n + RR

n = ∬ Q (K
I
n + KR

n )
δd
d
dξdη.

(45)

On the other hand, we consider the perturbation of the misfit function δχ caused by the interface perturbation

δχ =∑
Ns

n=1
∑

Nr

m=1
wR

n,m (T
R
n ( x̂r,m) − tR,obs

n,m )δTR
n ( x̂r,m) =∑

Ns

n=1
Ln =∑

Ns

n=1
Rn = ∬ QKf

δd
d
dξdη, (46)

where

Kf =∑

Ns

n=1
Kf

n =∑

Ns

n=1
(KI

n + KR
n ). (47)

Equation 46 constructs a linear relationship between the misfit function perturbation δχ and the interface
topography perturbation δd. Kf is the sensitivity kernel of the misfit function with respect to the interface, which
is explicitly determined by the traveltime field TI

n, TR
n and the adjoint field PI

n, PR
n about each source.

2.4. Inversion Procedures

After obtaining the sensitivity kernel about slowness or interface topography, the multiple‐grid model parame-
trization (Tong et al., 2019) and step size‐controlled gradient descent method (Tong, 2021a) are considered to
iteratively update the slowness model or interface topography until the misfit function stabilizes or converges.
The utilization of the multiple‐grid method provides implicit smoothing regularization on sensitivity kernels,
thereby effectively mitigating artificial anomalies caused by subjective inversion grid selection. Damping reg-
ularization is implemented through the step size‐controlled gradient descent method. Specifically, we set the
upper and lower bounds of parameter perturbation as ±2% of the current model, and dynamically modulate the
step size in response to the trajectory of the misfit function. In all subsequent synthetic tests and practical ap-
plications, these two methods are applied in the inversion. The optimization algorithms for slowness inversion,
interface topography inversion, and joint inversion for both the slowness model and interface topography based
on reflection arrivals are presented below.
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We first consider the inversion of the slowness model (Algorithm 1). It is worth mentioning that our assumption
includes complete knowledge of the interface Γ, implying that the anisotropic parameter matrix MΓ is accurately
determined by the coordinate transformation and will remain invariant throughout the iteration.

Algorithm 1. Slowness Model Inversion Procedure

Input:
The initial slowness model s0(ξ)
The determined interface topography d(ξ,η)
Maximum iteration step L

Output:
Final slowness model si(ξ)

1: Determine MΓ based on Equation 6 (or specifically, Equation 24)
2: Iteration step i = 0
3: repeat
4: Ks = 0
5: for n = 1,…,Ns do
6: Calculate the incident traveltime field TIn based on Equation 7b
7: Calculate the reflected traveltime field TRn based on Equation 7c
8: Calculate the reflected adjoint field PRn based on Equation 14
9: Calculate the incident adjoint field PIn based on Equation 15
10: Determine the slowness event kernel Ksn based on Equation 22
11: Update the misfit kernel Ks = Ks + Ksn
12: end for
13: Calculate the misfit function χi based on Equation 7a
14: Determine slowness model si+1(ξ) based on Ks considering the multiple-grid and

step size-controlled gradient descent method
15: i = i + 1
16: until i≥L

Similarly, Algorithm 2 presents the workflow for the inversion of interface topography. It is essential to
emphasize that modifications to the interface topography will cause alterations to the coordinate transformation.
Consequently, it becomes necessary to re‐determine the anisotropic matrix MΓ after each iteration, which dis-
tinguishes it from the slowness inversion procedures.

Algorithm 2. Interface Topography Inversion Procedure

Input:
The initial interface topography d0(ξ,η)
The determined slowness model s(ξ)
Maximum iteration step L

Output:
Final interface topography di(ξ,η)

1: Iteration i = 0
2: repeat
3: Determine MΓ based on Equation 24
4: Kf = 0
5: for n = 1,…,Ns do
6: Calculate the incident traveltime field TIn based on Equation 7b
7: Calculate the reflected traveltime field TRn based on Equation 7c
8: Calculate the reflected adjoint field PRn based on Equation 14
9: Calculate the incident adjoint field PIn based on Equation 15
10: Calculate the interface event kernel KIn and K

R
n based on Equations 42 and 44
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11: Update the misfit kernel Kf = Kf + KI
n + +KRn

12: end for
13: Calculate the misfit function χi based on Equation 7a
14: Update interface topography di+1(ξ,η) based on Kf considering the multiple-

grid and
step size-controlled gradient descent method

15: i = i + 1
16: until i≥L

The implementation of a joint inversion (Algorithm 3) for both slowness and interface topography can be
straightforwardly achieved by integrating Algorithm 1 and Algorithm 2, as these two algorithms are based on
independent sensitivity kernels. In the following numerical experiments, we update the slowness model and/or
interface topography based on Algorithm 1–3 when reflection arrivals are considered.

Algorithm 3. Joint Inversion Procedure

Input:
The initial slowness model s0(ξ)
The initial interface topography d0(ξ,η)
Maximum iteration step L

Output:
Final slowness model si(ξ)
Final interface topography di(ξ,η)

1: Iteration i = 0
2: repeat
3: Determine MΓ based on Equation 24
4: Ks = 0, Kf = 0
5: for n = 1,…,Ns do
6: Calculate the incident traveltime field TIn based on Equation 7b
7: Calculate the reflected traveltime field TRn based on Equation 7c
8: Calculate the reflected adjoint field PRn based on Equation 14
9: Calculate the incident adjoint field PIn based on Equation 15
10: Determine the slowness event kernel Ksn based on Equation 22
11: Calculate the interface event kernel KI

n and K
R
n based on Equations 42 and 44

12: Update the slowness misfit kernel Ks = Ks + Ksn
13: Update the interface misfit kernel Kf = Kf + KIn + +KRn
14: end for
15: Calculate the misfit function χi based on Equation 7a
16: Determine slowness model si+1(ξ) based on Ks considering the multiple-grid and
step size-controlled gradient descent method
17: Update interface topography di+1(ξ,η) based on Kf considering the multiple-
grid and step size-controlled gradient descent method
18: i = i + 1
19: until i≥L

3. Numerical Experiments
Below we design several numerical experiments to exhibit the performance of the proposed method. In our
numerical tests, both first arrivals and reflection arrivals are utilized for slowness inversion. One can refer to Tong
(2021a, 2021b) for a detailed derivation of the adjoint‐state traveltime tomography method based on first arrivals.
Considering the linear superposition property of sensitivity kernels, it can be easily embedded into the slowness
inversion algorithm.
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3.1. Velocity Inversion

To elucidate the efficacy of reflection arrivals in constraining deep geological structures, we perform a check-
erboard test for velocity inversion first. Consider an irregular bounded physical domain
Ω = {x = (x, y, z) | x ∈ [0 km, 200 km], y ∈ [0 km, 10 km], z ∈ [0 km, d(x, y)]}. d(x, y) describes the topog-
raphy of interface Γ (black curve in Figure 3). This interface is defined by a series of discrete nodes. The initial
velocity model v0 (Figure 3a) is determined as

v0(x,y,z) = min(6.0 + 0.05z,7.5), (48)

which is identical along the y direction. The target velocity model vt is constructed by introducing a velocity
perturbation Δv (as depicted in Figure 3b) of up to ±6% into the initial model v0, that is, vt = v0(1 + Δv), where

Figure 3. Settings for the 3D checkerboard test. Since the y direction is identical, only the cross‐section with y = 5 km is shown. The same applies to Figures 4–6.
(a) Black inverted triangles on the surface mark the locations of receivers, and the red stars are sources. The initial velocity model is a linearly increasing velocity model,
and the black line represents the interface topography. (b) The velocity anomaly perturbation added to the initial model. (c) The incident traveltime field excited by the
source located at [20 km, 15 km]. The black curve represents the traveltime isochrone. (d) Reflected traveltime field excited by the same source.
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Δv(x,y,z) =
⎧⎪⎪⎨

⎪⎪⎩

− 0.06 sin(
π
30

x) sin(
π
8

z), z ≤ 8,

0.06 sin(
π
30

x) sin(
π
12

z −
2
3

π), z > 8.
(49)

We simulated the “observed” first arrivals and reflection arrivals based on vt, and initiated the inversion from v0.
The recovery of velocity anomaly blocks at different locations visually demonstrates whether the data can
reconstruct the velocity anomaly at the corresponding scale.

We uniformly deployed 50 receivers on the free surface and 99 sources at a depth of 15 km, with 2 km apart
(Figure 3a). All sources and stations lie on y = 5 km, as do the profiles shown below. Here we employed the
multiplicative factorization‐based fast sweeping method (J. Chen et al., 2023; Fomel et al., 2009; Kao et al., 2004;
Luo & Qian, 2011) to numerically solve the forward eikonal equation at the discretized grid points. This method
demonstrates robust performance in addressing the singularity associated with point sources. Figures 3c and 3d
illustrate the incident traveltime field and the reflected traveltime field, respectively. These traveltime fields yield
synthetic first arrivals and reflection arrivals for all receivers.

We present the tomographic results considering first arrivals exclusively, reflection arrivals exclusively, and the
joint inversion (Figures 4g–4i). Figures 4a–4f illustrate examples of individual kernels, event kernels, and misfit
kernels for the slowness model, based on first arrivals and reflection arrivals, respectively, which demonstrate the
sensitivity of first and reflection arrivals to distinct subsurface structure within the study region. Figure 4g shows
the inversion result based only on first arrivals. Velocity anomalies at shallow depths (above ∼20 km) can be well

Figure 4. Inversion results for 3D checkerboard test at the profile y = 5 km. (a) The individual kernel for first arrival calculated based on a specific source‐receiver pair,
one can refer to Tong (2021a) for a detailed introduction. (b) The individual kernel for reflection arrival calculated based on a specific source‐receiver pair, which is
obtained by numerically solving the adjoint Equations 14 and 15 considering fast sweeping method (Leung & Qian, 2006; Taillandier et al., 2009). (c) The event kernel
for first arrivals based on a given source (red star). (d) The event kernel for reflection arrivals based on the same source. (e) The misfit kernel obtained based on the initial
model, only first arrivals are considered. (f) The misfit kernel obtained based on the initial model, only reflection arrivals are considered. (g) Tomographic results using
only first arrivals. (h) Tomographic results using only reflection arrivals. (i) Tomographic results for joint inversion of first arrivals and reflection arrivals. (j) Target
velocity model.
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reconstructed. Nonetheless, due to the limited penetration of direct waves into deep structures, the velocity
anomalies below 20 km are scarcely revealed. This highlights the effectiveness of incorporating reflection data in
enhancing the resolution of tomographic results. Figure 4h displays the imaging results using only reflection
arrivals. As reflection waves follow distinct propagation paths from direct waves, they can provide independent
constraints for the deep region. Nevertheless, the imaging resolution is comparatively lower in the left and right
margins of the study region, as well as in the shallow part, when compared to the first arrival‐based imaging. The
joint inversion (Figure 4i) using first and reflection arrivals can effectively reconstruct the velocity anomaly over
the entire depth range.

3.2. Interface Inversion

Next, we give an example of interface inversion using only reflection arrivals. We consider the same sources and
receivers distribution as in Section 3.1. The velocity model is assumed to be a known constant model
(v0 = 6 km/s) , and the target interface topography (Figure 5a) is generated by

d(x,y) = 4 sin(0.03πx) + 38. (50)

Similar to the previous test, we need to solve forward eikonal Equations 7b and 7c (to determine TI
n(ξ), TR

n (ξ)) and
adjoint Equations 14 and 15 (to determine PR

n (ξ), PI
n(ξ)) for each source. Subsequently, the sensitivity kernel with

respect to interface topography can be calculated based on Equation 46.

In Figures 5b–5d, the individual kernel, event kernel, and misfit kernel about the interface topography are pre-
sented. The individual kernel (Figure 5b) exhibits sensitivity predominantly in the vicinity of the theoretical
reflection point. Note that the sensitivity kernel shows singularities at the source and receiver locations, which
require masking or smoothing during the calculation. For each source‐receiver pair, the advancement or delay of
the reflection arrival determines whether the interface close to the theoretical reflection point ought to be adjusted

Figure 5. 3D synthetic test for interface inversion at the profile y= 5 km. (a) The black solid line is the target interface, and the red dotted line is the initial interface. The
black star and inverted triangle represent the considered source‐receiver pair. The propagation path of the reflection wave is shown as the gray line, with a green dot
indicating the location of the reflection point. (b) The calculated individual kernel based on the source‐receiver pair in (a). The vertical green dotted line marks the
location of the reflection point based on the initial interface. (c) The calculated event kernel based on the source in (a). (d) The calculated misfit kernel based on the initial
model, which is obtained by summing all event kernels. (e)–(h) Updated interfaces (blue curves) based on different initial interfaces (red curves).
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downwards or upwards. The event kernel (Figure 5c), similar to slowness inversion, is obtained by linear su-
perposition of individual kernels, and the same holds for the misfit kernel (Figure 5d). Figures 5e–5h exhibit a
series of inversion outcomes using different initial interface topographies, illustrating the capability of the pro-
posed method to constrain the interface topography with sufficient reflection data coverage.

3.3. Joint Inversion

Next, we consider the joint inversion for the slowness model and interface topography. A horizontal interface
d0 = 38 km and a linear increasing velocity in Equation 48 are considered as the initial model. The target model is
represented in Figure 3b, containing alternating high and low‐velocity perturbations (Equation 49) imposed on the
initial velocity model, along with an undulating interface.

We conduct joint inversion based on Algorithm 3. In this process, the sensitivity kernel for the slowness model
incorporates the contribution of first arrivals and reflection arrivals, whereas the sensitivity kernel for the interface
topography is completely determined by reflection arrivals. The final tomographic results are displayed in
Figure 6b. It can be observed that the reconstructed interface topography (indicated by the red dotted line) aligns
well with the target interface topography (represented by the black line). The shallow velocity structures (above
approximately 20 km) are accurately determined. While the deep structures are partially recovered, the strong
coupling between interface and near‐interface velocities leads to smearing in the tomographic results (Figure 6c).
In practical applications, other methods can be used to provide independent constraints for the velocity or
interface. For example, the receiver function analysis is widely considered to determine the topography of the
underground interface (e.g., Ammon, 1991; Langston, 1979; Owens et al., 1984; Schmandt et al., 2015; L. Zhu &
Kanamori, 2000), which can provide good prior information and alleviate the impact of the strong coupling

Figure 6. 3D synthetic test considering the joint inversion for velocity and interface topography, at the profile y = 5 km. (a) Sources (red stars) and receivers (black
inverted triangles) used in the inversion. The initial velocity model increases linearly with depth, and the initial interface is horizontal. (b) Imaged velocity anomalies and
interface topography, where the black line marks the target interface and the red dotted line represents the interface obtained by inversion. (c) Difference between the
recovered Vp perturbation and the target Vp perturbation.
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between velocity and interface in the inversion (Li et al., 2024; Wu et al., 2022). Nevertheless, uncertainty
estimation of joint inversion remains an important topic that needs to be carefully considered in future studies.

4. Application in Central California Near Parkfield
4.1. Background and Motivation

Themain purpose of this section is to demonstrate the application of the proposed method in the joint inversion for
velocity structure and interface topography in regional‐scale traveltime tomography. Similar to J. Chen
et al. (2023) and Tong (2021b), we chose the region of central California near Parkfield as the test site. Since the
Fort Tejon earthquake in 1857, this region has experienced seven earthquakes with magnitudes exceeding 6.0 at
an average interval of 24.5 years, with the most recent one occurring in 2004 (Bakun et al., 2005). Many previous
studies have identified the pronounced velocity contrast along the San Andreas Fault (SAF) (e.g., Eberhart‐
Phillips & Michael, 1993; Thurber et al., 2006). The southwestern side predominantly exhibits high‐velocity
structures, corresponding to the Salinian terrane, which is mainly composed of granite. In contrast, the north-
eastern side shows lower velocities, primarily consisting of the Franciscan Complex and the Great Valley
Sequence (Audet, 2015; Page et al., 1998; Zeng et al., 2016). Based on variations in surface creeping rates, the
SAF within the study area can be broadly divided into three segments: the northwestern creeping segment, the
southeastern locked segment, and the transitional Parkfield segment in between (Lippoldt et al., 2017; Shelly &
Hardebeck, 2010; Titus et al., 2006). More specifically, the creep rates decrease from about 30 mm per year
northwest of SAFOD to less than 5 mm per year southeast of Cholame (Titus et al., 2006) (Figure 7a). Active
geophysical surveys conducted in the SAFOD region provided high‐resolution imaging of the shallow crustal
structure across the SAF, revealing complex erosion and fault topography (e.g., Bleibinhaus et al., 2007; Hole
et al., 2006). Due to the unique geological structure of the Parkfield region, various seismic phenomena have been
observed, including regular earthquakes, repeating microearthquakes, non‐volcanic tremors, and low‐frequency
earthquakes (LFEs) (Shelly, 2017; Turner et al., 2015). LFEs are observed at depths ranging from ∼16–30 km in
the lower crust, and some events even occurred in the uppermost mantle (Shelly, 2017). In this study, we attempt
to constrain the lower crustal structure of the study area using the Moho‐reflected PmP arrivals based on the
proposed method, thereby offering new insight into the occurrence of LFEs along the SAF in the Parkfield region.

4.2. Data and Initial Model

The study region is the oblique area outlined by yellow lines in Figure 7, centered at (35.6°N, 120.45°W) and
rotated counterclockwise by 30°, thus forming an approximately 4.2° by 1.4° rectangular region. There are two
types of data used for joint inversion: the first P‐wave traveltime data and the PmP‐wave traveltime data. The
initial data set of first‐P arrivals comes from J. Chen et al. (2023), which are downloaded from the Northern
California Earthquake Data Center (NCEDC, 2014) and the Southern California Earthquake Data Center
(SCEDC, 2013). This data set achieved uniform and dense data coverage within the study area. By limiting the
critical epicentral distances for Pn arrivals at different source depths, we excluded potential Pn arrivals from the
initial data set (Text S2, Figures S1 and S2 in Supporting Information S1). Ultimately, approximately 1.1 million
first‐P arrivals originating from 33,051 earthquakes and recorded by 555 stations (Figure 7c), are used to constrain
the upper crustal P‐wave velocity structure. For reflection arrivals, we first downloaded three‐component
waveforms of earthquakes with magnitudes 2.0–5.0 and depths not exceeding 20 km within the study region
between January 2000 and February 2024 from the Incorporated Research Institutions for Seismology Data
Management Center (IRIS DMC), and then identified the most likely PmP signals by strict selection criteria (Text
S3 in Supporting Information S1). One can also refer to Li et al. (2022) for a more detailed introduction. Figure 8
displays some manually picked PmP arrivals at station CI.PHL. Text S4 in Supporting Information S1 provides
more analysis and synthetic tests for the verification of PmP signals (Figures S3–S8 in Supporting Informa-
tion S1). In total, we manually picked 7,070 PmP arrivals, which were derived from 4,070 earthquakes and
recorded by 127 stations (Figure 7d). This data set is mainly used to constrain the lower‐crust velocity structure
and Moho discontinuity.

A well‐established initial model is crucial for the correct convergence of inversion. In this study, we construct a
one‐dimensional velocity model coupling the Moho discontinuity within the study region, building upon previous
research. More specifically, we utilize the Moho discontinuity model constrained by the joint inversion of
receiver functions and surface wave dispersions (Schmandt et al., 2015) as the initial Moho discontinuity model
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(d0) . The average crustal thickness in the simulated region is approximately 27.3 km, with a general increase in
thickness from the offshore regions to the inland areas (Figure 7b). The initial velocity model (v0) mainly refers to
J. Chen et al. (2023) and Tong (2021b). We considered a three‐layered velocity structure, including the sedi-
mentary layer above 4 km, the upper crust down to 16 km, and the lower crust from 16 km to the Moho
discontinuity, which has constant velocity values of 4.17, 6.05, and 6.59 km/s, respectively. A Gaussian smoother
with a mean of 0 km and a standard deviation of 0.4 km is applied to smooth transitions between layers.
Consequently, the body‐fitted grid is generated in the physical domain based on such an initial model (Figure S9
in Supporting Information S1), which is used to calculate the forward traveltime field and adjoint field in sub-
sequent iterations. The grid spacing in the computational domain is 2 km × 2 km × 1 km. Here we employ an
upwind fast‐sweeping scheme to solve the factored eikonal equation. On an i9‐13900K processor, it takes
approximately 40 min to complete one iteration using first arrivals (including 555 forward and adjoint simula-
tions). For reflection arrivals, one iteration takes about 17 min, with 127 forward and adjoint simulations.

Figure 7. (a) Tectonic setting in central California near Parkfield. The yellow line outlines the simulated region. Black lines mark active faults within the study area,
some of which are HF (the offshore Hosgri Fault), RF (the Rinconada Fault), and SAF (San Andreas Fault). The red, green, and pink segments mark the creeping,
transitional, and locked segments of the SAF, respectively. The black and blue squares indicate the positions of the SAFOD and Cholame, respectively. SMB: Santa
Maria Basin. (b) The initial Moho discontinuity model, which is constructed based on Schmandt et al. (2015). (c) Data distribution of first‐P arrivals. The black inverted
triangles denote the stations, while the colored dots represent earthquakes at various depths. (d) Similar to (c) but considering the data distribution of PmP arrivals. The
source‐station pairs that provide PmP arrivals are connected by white lines.
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4.3. Inversion Procedures and Checkerboard Test

We first perform a checkerboard test to estimate the resolution of the data utilized in our study. The target model is
constructed by assigning alternating positive and negative perturbations to the velocity model and Moho
discontinuity simultaneously, as defined by

vT(x,y,z) = v0(x,y,z)(1 + δv(x,y,z))

=

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

v0(x,y,z)(1 + 0.08 sin(2π
x
1.4°

) sin(6π
y
4.2°

) sin(2π
z
16
)), z ≤ 16,

v0(x,y,z)(1 + 0.08 sin(2π
x
1.4°

) sin(6π
y
4.2°

) sin(π
z − 16
16

)), z > 16.
,

(51)

dT(x,y) = d0(x,y) + δd(x,y) = d0(x,y) + 2 sin(2π
x
1.4°

) sin(4π
y
4.2°

), (52)

which indicates that the maximum amplitude of the velocity perturbation (δv) is 8%, and the perturbation of the
Moho discontinuity (δd) does not exceed ±2 km. The first‐P arrivals and PmP arrivals are generated based on vT
and dT , and they maintain the same data coverage as the observed data used in the inversion. The inversion

Figure 8. Some manually picked PmP arrivals at station CI.PHL (black square in the lower right sub‐figure). Each seismic record (Z‐component) is aligned at the first‐P
arrival time (shown by the blue line), and the red line represents the PmP arrival time. The right sub‐figure shows three‐component (Z, R, T) waveforms of a specific
earthquake recorded at this station.
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strategy is designed as follows: In the first 40 iterations, we only use first‐P arrivals to determine a stable velocity
model vc1 that can constrain the upper crustal structure. The Moho discontinuity will not be updated at this stage.
After that, we loop through the following sub‐iteration groups: each group of sub‐iterations includes five itera-
tions using PmP arrivals to update the velocity model (Algorithm 1), five iterations using first‐P arrivals to update
the velocity model, and five iterations using PmP arrivals to update the Moho discontinuity (Algorithm 2). The
utilization of this kind of alternating inversion strategy allows for the avoidance of subjectively determining
weighting coefficients due to the data set imbalance between first‐P and PmP arrivals. To ensure that both data
sets are effectively inverted, we obtain the final velocity model vc2 and theMoho discontinuity model dc2 after 125
iterations. It means that we performed six complete sub‐iteration groups and stopped the iteration after using first‐
P arrivals to update the velocity model in the last sub‐iteration group.

Compared with the initial model, the standard deviation of the first‐P (PmP) traveltime residuals decreases from
0.176 (0.175) to 0.025 (0.027) s, demonstrating that the updated model simultaneously provides a better fit to both
types of traveltime data. Figure S10 in Supporting Information S1 displays the horizontal sections of the velocity
perturbations of the target model (vT) , the velocity model considering only first‐P arrivals (vc1) , and the final
velocity model (vc2) compared to the initial model v0 at different depths. Figure 9 shows some vertical sections of
vc1 and vc2, respectively. Due to the good constraints provided by first‐P arrivals, most upper crustal velocity
anomalies (<16 km) can be recovered well, except for the southwest corner of the study region (Figure 9, P3),
where the number of earthquakes and stations is limited (Figure 7c). PmP arrivals provide independent constraints
on the subsurface structures that are distinct from those obtained from first‐P arrivals. In areas where PmP waves
traverse through, the lower crustal velocity structure and Moho discontinuity can also be further constrained.
Specifically, by comparing the velocity profiles of the inversion results of considering first‐P and PmP arrivals
with those considering only first‐P arrivals (Figure 9 P2–P3, Q1–Q2), the contribution of PmP arrivals in con-
straining the lower crustal velocity structures can be evidently observed. For the same first‐P arrivals data set, J.
Chen et al. (2023) also mentioned that the well‐recovered depth is limited to above 14 km. PmP arrivals can
constrain lower crustal velocity anomalies without compromising the imaging resolution of the upper crust
(Figure 9). On the other hand, although there may exist trade‐off between the lower crustal velocity and the Moho
discontinuity, the input Moho depth anomalies can be well recovered based on the current PmP arrivals
(Figures 9b and 9c). Furthermore, we conducted an additional synthetic test to evaluate the impact of picking error
on the inversion results (Figures S11 and S12 in Supporting Information S1). The findings demonstrate that the
inversion results are stable in the presence of reasonable levels of data noise. Overall, by inverting both the first‐P
and PmP arrivals jointly, the subsurface velocity and interface anomalies within the study area can be well
recovered, indicating that the selected data can effectively constrain the crustal velocity structure and the Moho
discontinuity in central California near Parkfield.

Considering the possible coupling between the source location and the velocity structure, we conducted another
synthetic test to evaluate the impact of source uncertainty on the inversion results. First, we downloaded the
earthquake catalog relocated using the double‐difference (DD) method in the study region from NCEDC
(Waldhauser & Schaff, 2008), which has a relatively high location accuracy. There are about 20,000 earthquakes
in both the DD catalog and the catalog we use. Based on this common earthquake catalog, we calculated the
inconsistency between the two catalogs in terms of longitude, latitude, depth, and origin time, respectively. The
mean and standard deviation are − 0.02 km/0.90 km for longitude, 0.02 km/0.63 km for latitude, − 0.15 km/
1.04 km for depth, and − 0.0085 s/0.14 s for origin time. We generated random deviation following the Gaussian
distribution based on the above parameters and added them to the source parameters to create perturbed source
locations (Figure S13 in Supporting Information S1). The observed data for the checkerboard test is generated
from the correct source locations, while the perturbed source locations are used for the inversion. This approach
allows us to evaluate whether the input velocity and interface anomalies can be effectively recovered if the
sources are deviated. Figures S14 and S15 in Supporting Information S1 illustrate a comparison of imaging results
based on the correct and perturbed sources, respectively. The results exhibit a high degree of similarity, indicating
that the source uncertainty has a limited impact on this work.

4.4. Results, Discussions, and Future Works

We implement exactly the same inversion strategy used for the checkerboard test to invert the selected first‐P and
PmP arrivals. In each iteration, only the data satisfying the condition |tobs − tsyn|≤ 3 s are utilized. During the
initial 40 iterations, only the first‐P arrivals were considered, leading to a decrease in the misfit function from
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Figure 9.
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142,665 s2 to 80,352 s2. This stage yields a stable upper crustal velocity structure within the study area (denoted as
vm1). Notably, after each iteration of updating the velocity model, we calculate synthetic PmP arrivals based on the
revised velocity model and compare them with the observed PmP arrivals to compute the traveltime residuals.
The updated velocity model, derived using first‐P arrivals, also achieved a better fit to the observed PmP arrivals
(Figure 10), demonstrating the compatibility of the first‐P and PmP arrivals used in the inversion. Subsequently,
PmP arrivals and first‐P arrivals are alternately inverted to update the velocity model and Moho discontinuity.
After 125 iterations, we obtained the final tomographic velocity‐Moho model (denoted as vm2 and dm2, respec-
tively). Based on the robust shallow velocity structure obtained in the previous stage, the first‐P misfit function
remained generally stable compared to vm1 (from 80,352 s2 to 80,510 s2), while the PmPmisfit function decreased
by approximately 17% compared to the initial model (from 3,648 s2 to 3,024 s2) (Figure 10). After the iteration is
completed, the standard deviation of the first‐P (PmP) traveltime residuals decreases from 0.50 (1.01) to 0.38
(0.93) s (Figure S16 in Supporting Information S1), and the RMS value of the traveltime residuals decreases from
0.51 (1.02) to 0.38 (0.93) s for first‐P (PmP) arrivals.

The updated Moho discontinuity model dm2 is shown in Figure 11. Considering that the receiver function method
could already provide a good prior Moho discontinuity model for the inversion, we limited the magnitude of
interface updates to within ±2 km. Consequently, the inversion primarily fine‐tunes the Moho depth, suggesting
crustal thickening beneath the Franciscan terrane and a slightly thinner crust in the southern part of the study area,
compared to the initial Moho depth. Below we mainly discuss the velocity anomalies of tomographic results.
Figure 12 shows the horizontal sections of the P‐wave velocity perturbations of vm1 and vm2 relative to the initial
model at different depths. Meanwhile, Figure 13 displays vertical cross‐sections of the final model. vm1 and vm2
exhibit a high degree of similarity in the shallow part (e.g., <10 km), with the most notable feature being the
strong velocity contrast across the creeping to transitional Parkfield segment along the SAF (Figures 12a–12f),
which is consistent with previous studies (Thurber et al., 2006; Tong, 2021b). This contrast aligns well with the
surface trace of the SAF, effectively separating the Franciscan terrane (low‐velocity body) to the northeast from
the Salinian terrane (high‐velocity body) to the southwest. A high‐velocity body has been imaged beneath the
Transverse Range at the southeastern edge of the study region, which can also be found in previous research (J.
Chen et al., 2023; Lin et al., 2010). In the central‐western part of the study area at about 35− 35.5°N, a relatively
weak low‐velocity anomaly is detected beneath the Santa Maria Basin, extending slightly northward down to a
depth of 10 km, which has been reported before (Tong, 2021b) and could be associated with the sediments and
northwest‐southeast trending faults. The imaging resolution of the first‐P arrivals used in this study is limited to
about 14 km (Figure 11; J. Chen et al., 2023). Therefore, the tomographic results for the middle to lower crust are
primarily contributed by PmP arrivals (Figure 9 and Figure S10 in Supporting Information S1). The middle to
lower crust in the southeastern part exhibits high‐velocity anomalies that gradually weaken with depth, con-
necting with that beneath the Transverse Ranges (Figures 12h, 12j, and 12l). At approximately 37°N, a significant
low‐velocity anomaly is identified beneath and to the east of the SAF, extending continuously to the Moho
discontinuity (Figures 12h, 12j, and 12l). This prominent low‐velocity anomaly is also observed in a regional
surface wave tomographic model (Jiang et al., 2018). Besides, another two low‐velocity anomalies are also
detected in the lower crust (Figures 12j and 12l). One is crossing the SAF beneath the southern part of the creeping
section between 35.5− 36.5°N. It approaches the coastline to the southwest and extends to 40 km northeast of the
SAF. Such pattern is also well visible in a local surface wave tomography model (Lippoldt et al., 2017), and
present in a local body‐wave traveltime tomography which involves various kinds of data sets including regular
earthquakes, shots, quarry blasts, and LFEs (Zeng et al., 2016). The other imaged deep low‐velocity body
dominates at around 35.3°N to the southwest of the SAF, and its margin also crosses the SAF. This feature can
also be observed in the tomographic results from Lippoldt et al. (2017) and Zeng et al. (2016). In addition, a
double‐difference tomography work (Zhang et al., 2017) also images low‐velocity anomalies beneath and to the
southwest of the SAF in this area, though the resolved low‐velocity body has a smaller spatial scale compared to
our result.

Figure 9. (a) Horizontal section of velocity perturbation obtained by joint inversion at a depth of 4 km. The black arrows (P1–P3, Q1–Q2) depict the locations of the
vertical profiles drawn in the sub‐figures below. Sub‐figures labeled “First‐P” indicate the tomographic results based only on first‐P arrivals (i.e., model vc1), while the
thick black line marks the depth of the initial Moho discontinuity (d0) along the corresponding survey line. Similarly, sub‐figures labeled “First‐P + PmP” show vertical
profiles of the final inversion result (i.e., the model vc2), and the thick black lines mark the depth of the Moho discontinuity updated by the inversion (i.e., the model dc2).
(b) The anomaly of the target Moho discontinuity relative to the initial Moho discontinuity (δd). (c) The anomaly of the Moho discontinuity after inversion relative to the
initial Moho discontinuity.
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Previous studies have located the LFE families in the Parkfield region, covering the creeping to the locked
segments of the SAF, with depths primarily concentrated in the lower crust at 18–28 km (Shelly & Harde-
beck, 2010). There are already multiple pieces of evidence suggesting the presence of fluids in the lower crust
near the SAF, either from geophysical images like the low‐velocity structure (Lippoldt et al., 2017), high Vp/Vs
ratio (Ozacar & Zandt, 2009), and low electrical resistivity zone (Becken et al., 2011), or from the mineral
analysis sampled from outcrops, that is, the existence of weak talc which is thought to be generated from hy-
drothermal fluids interacting with serpentinite (Moore & Rymer, 2007). The S‐wave velocity structure of the

Figure 10. The misfit function curve during the inversion. Magenta dots represent the misfit function associated with first‐P
arrivals during the iteration. Black crosses symbolize the misfit of the PmP data after each update of the velocity model using
the first‐P arrival. Yellow crosses mark the misfit when using PmP arrivals to update the velocity structure, while yellow
diamonds indicate the misfit when using PmP arrivals data to update Moho discontinuity.

Figure 11. Left: the Moho depth in the study area obtained by inversion. Right: the difference between the final Moho and the
initial Moho, which is obtained by subtracting the initial Moho depth from the updated Moho depth.
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lower crust in this region has been constrained by different data or methods, such as LFEs differential arrival time
(Zeng et al., 2016), differential arrival time of non‐volcanic tremors (Zhang et al., 2017), and surface wave
ambient noise tomography (Lippoldt et al., 2017). These results show that LFEs are primarily located within
imaged low‐velocity bodies, suggesting that the occurrence of LFEs may be closely related to high‐pressure pore
fluids from dehydration reactions (Nadeau &Guilhem, 2009; Thomas et al., 2009). Becken et al. (2011) identified
large‐scale low‐resistivity structures in the lower crust and uppermost mantle, they interpreted the low‐resistivity
zone as being under high fluid pressure, facilitating brittle failure at lower crustal depth. In this study, we used
PmP arrivals to constrain the P‐wave velocity structure of the lower crust. The imaged low‐velocity bodies
generally coincide with the variation of LFEs along the fault strike (Figure 13 P3–P6, Q1–Q3). Since completely
independent data are utilized, our tomographic imaging results provide new evidence for the possible presence of
fluid or talc‐bearing serpentinites, further suggesting their significant roles in the generation of LFEs in the
Parkfield region. There are some additional interesting observations about the two imaged low‐velocity bodies.

Figure 12. Horizontal sections of the P‐wave velocity perturbation to the initial model. The colored lines mark the creeping, transitional, and locked segments of the SAF
(from northwest to southeast). (a, c, e, g, i, and k) Inversion results (model vm1) after 40 iterations (considering only first‐P arrivals) at different depths. (b, d, f, h, j, and l)
Final inversion results (model vm2) after 125 iterations (considering first‐P and PmP arrivals) at different depths.
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The distribution of LFEs exhibits a notable gap beneath the transitional segment of the SAF (Figure 13;
Shelly, 2017), which appears to align with the distinct low‐velocity anomalies detected in our images (Figure 13
Q1, Q3). Moreover, previous studies suggested that the tremor amplitudes along the SAF exhibit rapid variations.
Specifically, the tremor amplitude beneath Cholame is significantly higher overall than that in the northwest of
Parkfield (Shelly & Hardebeck, 2010). This observation corresponds with the amplitude of the imaged low‐
velocity anomalies. The amplitude of the low‐velocity anomaly beneath Cholame appears to be smaller than
that on the other side (Figure 13 Q1, Q3), which may indicate mechanically stronger rocks there. Our tomographic
images support that the tremor amplitude variations along the deep root of the SAF seem to reflect strength
variations (Becken et al., 2011). These findings highlight the necessity for more comprehensive studies in the
future to illuminate the intricate relationship between low‐velocity anomalies and the occurrence of LFEs more
accurately.

The reflection traveltime tomography conducted in the Parkfield region demonstrates the application scenarios of
the proposed new method in crustal‐scale tomographic imaging. While this study focuses solely on passive‐
source data, the method can be seamlessly extended to active‐source surveys. Incorporating active‐source data
could significantly improve the tomographic resolution, given the source accuracy and dense data coverage.
Future studies will attempt to incorporate such data to reveal fine‐scale structures across the SAF. Additionally,
the potential impact of other factors, such as earthquake locations and velocity anisotropy, will be considered in
the inversion to further refine the tomographic models.

Figure 13. Some vertical sections of the final inversion result (vm2) , whose locations are given in the upper left sub‐figure. The blue dots mark the locations of regular
earthquakes in the study area provided by NCEDC, and the magenta dots are low‐frequency earthquakes located in Zeng et al. (2016). The green dots are tectonic tremor
locations near Cholame (H. Guo et al., 2017). The white star marks the 2004 Mw 6.0 Parkfield earthquake.
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5. Conclusions
First arrivals of crustal earthquakes have been widely used to image shallow structures, but are insensitive to
deeper velocity structures and interface topography because of their depth‐limited propagation paths. Since
reflection waves have different propagation paths, they can provide good constraints on deep structures to
enhance imaging resolution. In this study, we propose a novel eikonal equation‐based adjoint‐state reflection
traveltime tomography method for velocity and interface inversion. Compared with ray tracing‐based methods,
the predicted traveltimes calculated by solving an eikonal equation are more stable, so it is more likely to obtain
high‐precision tomographic results.

By considering a two‐stage eikonal equation, we can efficiently calculate traveltime fields for predicting
reflection arrivals. In order to deal with irregular interfaces, we map the physical domain with an undulating
interface to a regular computational domain through coordinate transformation, so that the eikonal equation
can be solved with high accuracy through uniform meshing in the computational domain. During this process,
the original eikonal equation is converted into an anisotropic eikonal equation in the computational domain,
with the interface topography in the physical domain encoded into anisotropic parameters in the computational
domain.

For the inversion, we first derive the sensitivity kernel of the misfit function with respect to slowness
through the adjoint‐state method. This involves solving a two‐stage forward equation and a two‐stage adjoint
equation to determine the gradient for each source. Consequently, the computational cost is only proportional
to the number of sources and independent of the number of receivers. Furthermore, we formulate an explicit
sensitivity kernel with respect to the interface topography, which benefits from the coordinate transformation
that can equivalently convert the interface into anisotropic parameters. Specifically, since the interface
topography is represented by anisotropic parameters in the computational domain, we establish a relationship
between the perturbation of interface topography and the perturbation of anisotropic parameters. This
connection is further linked with the perturbation of the misfit function, enabling the derivation of a specific
form for the sensitivity kernel about the interface topography. Under such a framework, both slowness
inversion and interface topography inversion avoid ray tracing. Based on the calculated sensitivity kernel
about slowness or interface, we can use gradient‐based methods to iteratively optimize the misfit function.
The proposed method is validated through several synthetic tests of velocity and interface inversion. Based
on the proposed method, we construct a new crustal velocity structure and Moho discontinuity model for the
Parkfield region of central California by inverting traveltimes of both first‐P and Moho‐reflected PmP
signals. The velocity structure of the upper crust is largely consistent with previous studies, revealing a
strong velocity contrast across the SAF, which clearly presents the Franciscan complex to the northeast and
the Salinian block to the southwest. The low‐velocity anomalies imaged in the lower crust have good spatial
correspondence with the along‐strike variations of LFEs in the region, indicating that high fluid pressure
may exist.

Data Availability Statement
The seismic waveform data for picking PmP arrivals are downloaded through the IRIS Web Services (Trabant
et al., 2012). The seismic networks used include: the 4E (Vernon & Orcutt, 2010); the BK (Northern California
Earthquake Data Center, 2014); the CI (California Institute of Technology and United States Geological Survey
Pasadena, 1926); the G (Institut de physique du globe de Paris (IPGP) & Ecole et Observatoire des Sciences de la
Terre de Strasbourg (EOST), 1982); the GS (Albuquerque Seismological Laboratory (ASL)/USGS, 1980); the PB
(Plate BoundaryObservatoryBorehole SeismicNetwork, available at https://www.fdsn.org/networks/detail/PB/);
the TA (IRIS Transportable Array, 2003); the TO (MASE, 2007); the US (Albuquerque Seismological Lab-
oratory (ASL)/USGS, 1990); the XN (Thurber & Roecker, 2000); the YH (Thurber & Roecker, 2004). The
Northern California Earthquake Data Center (NCEDC, 2014) and the Southern California Earthquake Data
Center (SCEDC, 2013) provide high‐quality arrival time data used in this study. Figures are made by the Generic
Mapping Tool (Wessel et al., 2019) and Matplotlib (Hunter, 2007). The final tomographic model, along with the
PmP arrivals utilized in the inversion, are available on Zenodo (G. Chen et al., 2024).
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