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ABSTRACT
In this study, we present high-resolution seismic velocity models for the Los Angeles basin
(LAB) and its adjacent area using adjoint-state travel-time tomography, fitting an exten-
sive database of P- and S-wave travel times accumulated from 1980 to 2021. We select
151,193 first P-wave travel times and 149,997 first S-wave travel times from local earth-
quakes archived in the Southern California Earthquake Data Center to determine the veloc-
ity models, with earthquake locations updated at each iteration. With seismic stations
spaced more than 3.5 km apart, our dataset has limited resolution in the uppermost 1–
2 km. However, starting from three different initial models, our VP models, which are opti-
mally imaged between 3 and 15 km, show similar velocity heterogeneity and provide a
better fit to the observed first travel-time data compared to the Community Velocity
Model-Harvard 15.1.0 and Community Velocity Model-Southern California Earthquake
Center 4.26. Our models provide a detailed delineation of the subsurface structure beneath
the LAB, revealing significant velocity variations across active faults, a 10-km-thick
sequence of sedimentary rocks within the basin, and a distinct basin margin marked by
transitions from low to high-velocities. In addition, these models highlight basement struc-
tures with elevated VP and VS located at depths of 9 to 12 km and beyond. Specifically,
beneath the northeastern part of the basin, the models demonstrate improved accuracy
and reliability in reflecting the linear relationship between VP and VS in mafic rocks. The
accurate delineation of the basin’s structure provided by ourmodels could also offer robust
constraints for seismic response modeling and seismic hazard assessment in the region.

KEY POINTS
• Compressional and shear-wave velocity models for the

Los Angeles region are obtained via adjoint-state travel-
time tomography.

• The VP models demonstrate improved performance in fit-
ting four decades of first travel-time data archived by the
Southern California Earthquake Data Center (SCEDC).

• The subsurface structure beneath the Los Angeles Basin
(LAB) reveals basement structures, a 10 km thick sedimen-
tary basin, and the basin margin.

Supplemental Material

INTRODUCTION
The Los Angeles basin (LAB) (Fig. 1a), located between the
Peninsular Ranges (PR), the western Transverse Ranges, and
the continental borderland in southern California, is a north-
west-trending deep sedimentary basin, also known as an alluvi-
ated lowland (Yerkes et al., 1965). It directly evolved from the
subsidence between the right-oblique Whittier and Palos Verdes
fault zones and the left-oblique Santa Monica fault (SMoF) sys-
tem in the late Miocene (Wright, 1991). From a broader

perspective, the basin’s formation in the late Neogene was asso-
ciated with the opening of the California Borderland and the
rotational compression of the western Transverse Ranges
(Crouch and Suppe, 1993; Ingersoll and Rumelhart, 1999;
Tsutsumi et al., 2001). The LAB and adjacent areas have under-
gone Pliocene and Quaternary shortening, evidenced by exten-
sive folds and thrusts (Davis et al., 1989). Examples of these
thrusts include the Puente Hills Thrust and Upper Elysian
Park Thrust (Fig. 1a), which exhibit nearly pure dip-slip motions
and trend perpendicular to the plate boundary (Davis
et al., 1989).

Substantial research efforts (e.g., Persaud et al., 2016; Muir
et al., 2021; Ghose et al., 2023; Villa et al., 2023) have focused
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Figure 1. (a) Tectonic setting and surface topography of the Los Angeles Basin
(LAB) and adjacent areas. The gray curves denote fault traces, and the black
curves denote blind faults (Marshall et al., 2023). Fault abbreviation in the
figures and main text include Santa Monica fault (SMoF), Whittier fault (WF),
Puente Hills Thrust (PHT), Upper Elysian Park Thrust (UEPT), Newport–
Inglewood fault (NIF), and Palos Verdes fault (PVF). The relief map highlights
the distribution of valleys, basins, hills, and mountains, such as the San
Gabriel Valley (SGV), San Fernando Valley (SFV), LAB, Chino Basin (CB), San
Bernardino Basin (SBB), Newport Beach (NB), Santa Monica Mountains

(SMM), San Gabriel Mountains (SGM), Palos Verdes Hills (PVH), Puente Hills
(PH), and Peninsular Ranges (PR). The red box outlines the study area.
(b,c) The spatial distribution of earthquakes with depths indexed by various
colors. (d,e) The distribution of seismic stations is indicated by triangles where
color represents the natural log of the count of selected travel times. The black
curves in panels (b–e) represent the coastline near the LAB. The star rep-
resents the 2014 Mw 5.2 La Habra earthquake, and the diamonds represent
the 1987Mw 5.2 and 5.9 Whittier Narrows earthquakes. The color version of
this figure is available only in the electronic edition.
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on investigating basin amplification effects within the LAB.
The amplified shaking effects, such as the constructive inter-
ference of direct waves with shallow basin-edge-generated sur-
face waves and focusing by deep geologic structures, increase
the seismic hazard of the LAB and adjacent regions (Gao et al.,
1996; Graves et al., 1998; Davis et al., 2000). The depth of a
sedimentary basin affects the level of ground shaking during
earthquakes. Using the P and S arrival times, Hauksson and
Haase (1997) delineated the shape of the LAB, revealing depths
from 8 to 12 km. Fuis et al. (2001), using refraction and
reflection data, estimated the maximum depth of the LAB
to be 8–9 km along the active source transect (line 1) of the
Los Angeles Region Seismic Experiment. Chen et al. (2007)
employed frequency-dependent phase-delay arrival times of
P and S waves and a scattering-integral formulation of full
3D tomography to improve the Community Velocity Model
3.0 (CVM3.0) in the Los Angeles region, inferring a maximum
basin depth of about 9 km. Previous studies (e.g., Yerkes et al.,
1965; Magistrale et al., 1996; Qiu et al., 2019) have generally
suggested that the maximum depth of the LAB is about 10 km.

The level and duration of ground shaking are also influ-
enced by the shape of the basin (Olsen et al., 1995; Steidl
et al., 1995; Hauksson and Haase, 1997). At the eastern margin
of the basin, Hauksson and Haase (1997) revealed a juxtapo-
sition of high-velocity layers overlying low-velocity layers,
indicating that the ongoing deformation of the hanging wall
led to the closure of the LAB. Fuis et al. (2001) identified
the Whittier Fault and the Sierra Madre Fault as steeply
north-dipping buttress-like boundaries of the LAB and San
Gabriel Valley (SGV), respectively. According to Bjorklund
et al. (2002), the northwesterly alignment of high-VP plutons
may indicate the location of the northeastern LAB rift boun-
dary, associated with the clockwise rotation of the western
Transverse Ranges.

Given the complex geological setting and significant seismic
activity in the region, understanding the seismic velocity struc-
ture of the LAB is crucial for assessing seismic hazards.
Previous studies have also extensively investigated the seismic
velocity structure of the LAB area. For example, Magistrale
et al. (1996) developed a 3D VP model of the LAB based on
the depth to crystalline basement, depths to sedimentary hori-
zons, uplift of sediments, and surface geology. This model
demonstrated successful predictions of travel times and precise
determination of the timing and amplitude of late-arriving
waves. Hauksson and Haase (1997) revealed that three low-
velocity areas within the LAB, namely Santa Monica, Long
Beach, and the SGV, correlate with recent sediment deposition
at 1 km depth. The high-VP=VS ratios near the surface align
with the increased pore fluid pressures in the basin sediments
(Hauksson and Haase, 1997).

Süss and Shaw (2003) developed a 3D VP model of the LAB
based on direct measurements from sonic logs obtained from oil
wells and extracted from stacking velocities. The resulting model

demonstrated that variations in sediment porosity and lithology
are reflected in both horizontal and vertical changes in velocity
and velocity gradient (Süss and Shaw, 2003). In recent years, sev-
eral community velocity models, such as Community Velocity
Model-Harvard 15.1.0 (CVM-H 15.1.0) and Community
Velocity Model-Southern California Earthquake Center (SCEC)
4.26 (CVM-S 4.26), and other notable velocity models (Chen
et al., 2007; Tape et al., 2009; Lee et al., 2014; Shaw et al.,
2015) have been developed. These models are integrated and
made accessible through the SCEC Unified Community
Velocity Model Software (Small et al., 2022). More recently,
Muir et al. (2021) introduced a VS model, revealing that the
northeast hanging wall of the LAB is steeper than that depicted
in the CVM-S model. This steepness facilitates high-amplifica-
tions of surface waves in the 4–6 s period band propagating within
the basin. Jia and Clayton (2021) derived a shallow 3D shear-wave
velocity model, illuminating that the Newport–Inglewood fault
zone is a northwest–southeast-trending high-VS belt.

In addition, receiver function, ambient noise tomography,
and gravity modeling studies were carried out in and near the
LAB using data from dense nodal arrays and the regional
Southern California Seismic Network to produce high-resolution
3D seismic velocity and basin depth models for the sedimentary
basins extending from the San Andreas fault to downtown Los
Angeles (Liu et al., 2018, 2021; Wang et al., 2021; Ghose et al.,
2023; Li et al., 2023; Villa et al., 2023). High-resolution 3D seis-
mic attenuation models using dense nodal arrays have identified
scattering anomalies aligned with fault zones (Nardoni and
Persaud, 2024). In general, these efforts provide enhanced local
structure with detailed small-scale heterogeneities.

To further improve the resolution of the seismic velocity
model for the LAB, leveraging additional seismic data through
reliable tomography techniques is crucial. Over the past 40 yr,
earthquakes in the LAB have generated abundant first P- and
S-wave travel times, providing more data for tomographic inver-
sions than before. Moreover, the adjoint-state travel-time tomog-
raphy (ATT) method is a recently developed innovative
approach that reformulates travel-time tomography as an eikonal
equation-constrained optimization problem, solved by a ray-free
adjoint-state method (Tong, 2021). This approach mitigates
potential challenges associated with ray tracing in complex media
and has higher efficiency compared to wave equation-based
tomography methods. In this study, travel-time data of first-
arriving P and S waves over the past 40 yr are carefully selected
and inverted using the efficient and reliable ATT method within
the study region (see Fig. 1a). The tomographic results are com-
pared, interpreted, and discussed to provide new insight into the
crustal structure of the LAB and its adjacent regions.

METHOD
Data
The study region, measuring 130 km × 80 km horizontally,
encompasses the LAB, Chino basin (CB), SGV, San Fernando
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Valley, the eastern part of the Santa Monica Mountains (SMM),
northwestern part of PR, the southern part of the San Gabriel
Mountains (SGM), and Palos Verdes Hills (PVH) (Fig. 1a).
We use handpicked first P-wave and S-wave arrival times
archived in the Southern California Earthquake Data Center
(Southern California Earthquake Data Center [SCEDC], 2013),
where the standard deviation of picking travel-time errors is
less than 0.1 s, to image the subsurface structures. The first P-
and S-wave arrivals used in tomographic inversions are selected
according to specific selection criteria to decluster earthquakes,
ensure even coverage and the reliable use of seismic data. First, to
mitigate the impact of uncertainties related to lower crust P and S
velocities, Moho topography, and uppermost mantle P and S
velocities, we exclude first arrivals refracted from the Moho dis-
continuity. Only earthquakes with a depth of less than 20 km and
corresponding first arrivals at epicentral distances of less than
120 km are selected. Second, to reduce the clustering effect
and ensure the uniformity of earthquake distribution, we divide
the study region into small blocks of 0.5 km × 0.5 km × 0.5 km.
Within each block, only the earthquake recorded by the maxi-
mum number of stations is retained, ensuring that the seismic
travel-time data used within the same cube is of relatively high
quality and reliability. Each selected station must record at least
five first P- or S-wave arrivals to provide reliable constraints on
the structure around the seismic station.

Based on these filtering rules, we obtain 151,193 first P-
wave arrivals from 24,918 earthquakes (Fig. 1b) recorded by
218 stations (Fig. 1d), and 149,997 first S-wave arrivals from
22,701 earthquakes (Fig. 1c) recorded by 216 stations (Fig. 1e)
between January 1980 and December 2021. Figure 1d,e shows
the station distribution and the travel-time count for each sta-
tion. As shown, the station distribution effectively covers the
study region, with the exception of the offshore area. Although
the travel-time counts in the northwestern part of the study
region is generally lower than in the eastern part, the dense
seismic station network in the northwest still provides suffi-
cient constraints on the subsurface structures. The yearly
counts of P- and S-wave arrival times are shown in Figure

S1a,b, respectively, demonstrating that most of the data were
recorded from the early 2000s onward, with significant increases
after 2010. However, P-wave travel times from the first 20 yr still
account for about one-third of the total data, making a signifi-
cant contribution to the VP model. Although S-wave travel
times from this period represent a smaller portion of the total,
they still provide valuable constraints for the VS model.
Moreover, we observe that seismicity and selected earthquakes
densely cover the study area from near the surface to a depth of
18 km (Fig. S1c,d). In general, the distributions of P- and S-wave
data show dense coverage, providing sufficient constraints on
the subsurface structure beneath the LAB. In addition, Figure
S1e,f shows the spatial distributions of P- and S-wave travel-time
kernels at six different depths, which can be considered equiv-
alently as ray coverage or illumination. The illumination
for both P- and S-wave data is highest onshore at depths
of 3–15 km but decreases significantly below 15 km depth.
Considering that the average minimum spacing of seismic sta-
tions is greater than 3.5 km, the resolution of our dataset is lim-
ited for very shallow structures, particularly at depths of 1–2 km.
Consequently, our models are optimally imaged at depths from
3 to 15 km.

Initial VP models
The construction of an appropriate initial velocity model that
is representative of the large-scale geological features is a fun-
damental step in tomographic inversions. To mitigate the
impact or bias caused by a single initial model on the final
tomographic model, we construct three different initial velocity
models. Layered VP models, consisting of five layers, are con-
structed by referencing existing models such as the global
Crust 1.0 model (Laske et al., 2013), the LAB 1D model used
in SCEC Broadband Platform (BBP) (Graves and Pitarka,
2010), and the SCEC-modified Hadley–Kanamori (MHK)
model (Hutton et al., 2010). A total of 201,448 preselection
P-wave first travel times were used to improve the 1D layered
VP models. The outcomes of three refined 1D VP models are
presented in Table 1.

TABLE 1
Improved 1D P-Wave Models for the Los Angeles Basin (LAB) Were Obtained by Referring to the Crust 1.0 Model (Laske et al.,
2013), the BBP 1D LAB 1D Model (Graves and Pitarka, 2010), and the Southern California Earthquake Center (SCEC) Modified
Hadley–Kanamori (MHK) Model (Hutton et al., 2010)

Depth (km) 5.0 [5.0,9.01) [9.01, 19.66) [19.66, Moho) [Moho, 35.0]
Crust 1.0 (km/s) 4.00 6.00 6.50 7.10 8.09
Improved Crust 1.0 (km/s) 5.53 6.21 6.39 6.96 8.09
Depth (km) 5.0 [5.0,10.0) [10.0, 15.5) [15.5, Moho) [Moho, 35.0]
MHK (km/s) 5.50 6.30 6.40 6.80 7.80
Improved MHK (km/s) 5.53 6.22 6.41 6.61 7.80
Depth (km) 5.0 [5.0,11.0) [11.0, 21.0) [21.0, Moho) [Moho, 35.0]
BBP (km/s) 5.10 6.15 6.55 6.80 7.80
Improved BBP (km/s) 5.52 6.23 6.47 6.93 7.80

Three improved layered VP models are then used to construct the initial 3D VP models for the P-wave tomography and checkerboard test.
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For the Crust 1.0 model, after 40 iterations, the refined 1D
model stabilizes, and the root mean square (rms) reduces from
0.7151 to 0.2143 s. For the SCEC MHK model, the 1D model
stabilizes after four iterations, with the rms decreasing from
0.2170 to 0.2138 s. The improved model, based on the BBP
1Dmodel, stabilizes after 12 iterations, and the rms reduces from
0.2842 to 0.2140 s. The similarity among the three final rms val-
ues could serve as an indicator of the convergence achieved in the
1D VP inversions. The reduction of the rms value for the Crust
1.0 model is significantly greater than that in the MHK and BBP
models, likely because the MHK and BBP models are localized to
the study area, whereas the Crust 1.0 model was built as a global
crustal model. The undulating Moho discontinuity (Li et al.,
2021) is incorporated into the three refined 1D velocity models
to obtain three 3D initial VP models for tomographic inversions.
Note that a Gaussian function is applied to smooth the velocity
discontinuity across each layer. The derived three smoothly vary-
ing 3D VP models, based on the Crust 1.0 (Laske et al., 2013), the
BBP 1D (Graves and Pitarka, 2010), and MHK (Hutton et al.,
2010), respectively, are used as the initial models for the sub-
sequent P-wave tomographic inversions. Specifically, the 3D
VP model created on the Crust 1.0 VP model (Laske et al.,
2013) is also used as the initial model for P-wave checkerboard
resolution test. The construction of an initial model for S-wave
checkerboard resolution test follows a similar workflow, referenc-
ing the Crust 1.0 VS model (Laske et al., 2013).

Methodology
In our study, we employ the ATT (Tong, 2021) to develop
crustal velocity models for the LAB and its adjacent regions.
This method reformulates seismic travel-time tomography
as an eikonal equation-based optimization problem solved
by the efficient ray-free adjoint-state method. From the source
xs to any point x = (x, y, z) inside the computational domain,
the travel time Tn�x� of the first P or S arrival is modeled by an
eikonal equation. The subscript n represents the nth earth-
quake. The objective function χ�s�x�� measures the discrep-
ancy between the calculated travel time Tn�x� and the
observed traveltime To

n�x�, shown as

χ�s�x�� �
XN
n�1

XM
m�1

ωn,m

2

�
Tn

�
xr,m

�
− To

n

�
xr,m

��
2
, �1�

in which ωn,m is the weight assigned to a specific observation.
The subscriptm denotes themth station.M and N are the total
number of seismic stations and earthquakes, respectively. xr,m
represents the location of the mth seismic station deployed at
or near the Earth’s surface. The derivative of the objective func-
tion with respect to the slowness can be expressed by

δχ�s�x�� �
XN
n�1

Z
Ω
Pn�x�s�x�δs�x�dx �

Z
Ω
Ks�x�

δs�x�
s�x� dx,

�2�

in which the adjoint field Pn�x� satisfies the following
equation:

∇ · �Pn�x��−∇Tn�x��� �
XM
m�1

ωn,m�Tn�x� − To
n�xr,m��δ�x − xr,m�,

�3�
with a homogeneous boundary condition Pn�x� � 0, x ∈ ∂Ω.
The ∇ symbol is the gradient operator. The · symbol is the
dot product. δ�x − xr,m� is the Dirac delta function. Ks�x�, the
sum of the products of the adjoint field Pn�x� and the square of
the slowness s2�x�, represents an event sensitivity kernel. The
adjoint field Pn�x� can be directly determined by solving the
adjoint equation (3) and eikonal equation. This implies that the
optimization problem (1) can be efficiently solved using accurate
numerical methods, eliminating the need for ray tracing.

In the calculation process, we initially solve the eikonal equa-
tion and adjoint equation on a fine grid measuring 0.25 km ×
0.25 km × 0.4 km, using the fast-sweeping method to obtain the
travel-time field Tn�x� and adjoint field Pn�x� (Zhao, 2004;
Leung and Qian, 2006), respectively. The computational domain
extends to a depth of 35 km below sea level and 4 km above sea
level, incorporating the elevation of all stations. Given the sig-
nificantly higher number of earthquakes compared to stations,
we optimize computational efficiency by designating selected
earthquakes as virtual receivers and seismic stations as virtual
sources. The virtual sources (seismic stations) are independent,
enabling parallel processing for forwardmodeling. Subsequently,
we compute the sensitivity kernel Kn�x� using the adjoint field
Pn�x� and slowness s(x). To discretize the relative slowness per-
turbation δs�x�=s�x�, we employ trilinear interpolation Bl,h�x�
on regular inversion grids, which are chosen based on the out-
comes of a series of checkerboard resolution tests. δs�x� is used
to measure the disparity between a new model and the current
iterative model. Using a step-size-controlled gradient descent
algorithm to address the optimization problem (Tong, 2021),
we iteratively obtain the optimal average of five velocity models
from multiple grids (Tong et al., 2019).

Given that the discrepancy measured by the objective func-
tion is a combined effect of velocity heterogeneities and earth-
quake locations, we employ an eikonal equation-based
earthquake location method (Tong, 2021) to update earth-
quake locations, alternating between inverting for seismic
velocity and earthquake locations throughout each iteration
in our workflow (Fig. S2, available in the supplemental material
to this article). Utilizing the reciprocity theorem, the objective
function of locating an earthquake is expressed as

χ�xs,n,τn� �
XM
m�1

ωm,n

2
�Tm�xs,n� − �τom,n − τn��2, �4�

in which τn is the origin time of the earthquake; and τom,n is the
observed arrival time at a receiver location. The gradient of the
objective function ∇χ�xs,n,τn� and the optimal origin time τ̂n
are derived as
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∇χ�xs,n,τn��
XM
m�1

ωm,n�Tm�xs,n�−�τom,n− τ̂n�� ·∇Tm�xs,n�, �5�

τ̂n �
P

M
m�1 ωm,n�τom,n − Tm�xs,n��P

M
m�1 ωm,n

: �6�

The step-size-controlled gradient descent algorithm (Tong,
2021) is adopted to determine the optimal earthquake location
xs,n in an iterative manner, eliminating the need for ray tracing.
After the tomographic inversion, the average horizontal and
vertical shifts of the final relocated earthquakes from the initial
catalog are ∼0.55 and 0.54 km, respectively.

Checkboard resolution tests
Before performing seismic tomographic inversions, we need to
conduct checkerboard resolution tests to verify the reliability of
the selected inversion parameters and the resolving ability of
the chosen P- and S-wave data. The synthesized travel-time
data are computed in a target velocity model using the fast-
sweeping method (Zhao, 2004; Leung and Qian, 2006) and
the source-station locations of the selected P- and S-wave data.
Travel-time picking errors were modeled by adding Gaussian
noise to the synthetic travel times. The mean and standard
deviation of the Gaussian noise are 0.0 and 0.05 s, respectively.

To assess the resolution ability of the selected P-wave data,
we design three target models with different sizes of anomalies.
The three target velocity models,mc1,mc2, andmc3, are built by
imposing alternating high- and low-velocity anomalies, Δm1,
Δm2, and Δm3, onto the initial modelm0. The velocity anoma-
lies have multiscale features constructed by sine functions,
which can be expressed as

Δm1 �
mc1 −m0
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in which 8% is the maximum amplitude of the relative velocity
perturbation. As shown in equations (7)–(9), the sizes of the
horizontal velocity anomalies in the x or y direction vary
among the three models. At shallow depths (<7 km), the hori-
zontal anomaly sizes of the three models are 25, 20, and 15 km,
respectively. For all models below 7 km depth, the horizontal
anomaly sizes increase by 33.3% in the x-direction (latitude)
and 50.0% in the y-direction (longitude) compared to those
at shallower depths. This adjustment is designed to honor
the fact that seismic data have reduced resolution as depth
increases. For example, from the uppermost crust down to a
depth of 35 km, the size of the velocity anomaly Δm2 changes
from 20 × 20 × 5 km3 to 26:67 × 30 × 17:46 km3. The checker
size in a checkerboard resolution test does not need to be
square and can be arbitrary. For demonstration purposes, and
considering that data resolution decreases with depth, we
adjusted the size of the checkers below 7 km.

The inversion grids used in the three checkerboard tests are
shown in Figure S3, with horizontal spacing of about 12.5, 10.0,
and 7.5 km, respectively, to ensure that one wavelength, contain-
ing two velocity anomalies, is captured by five nodes of a single
grid. As described by Tong et al. (2019), the multiple-grid model
parameterization outperforms the traditional single grid in cap-
turing heterogeneous subsurface velocity structures. Hence, we
employ five sets of regular inversion grids (Fig. S3) to discretize
the velocity perturbation, as previous studies have done (e.g.,
Tong et al., 2019, 2021; Tong, 2021; Qi and Tong, 2022; Wu,
Li, et al., 2022). The five sets of inversion grids are laterally
and vertically shifted by 0.2 times the spacing of one regular grid.
The output model at each iteration is determined by taking the
average of the five velocity models generated on the five sets of
inversion grids. Moreover, the five sets of relatively sparse inver-
sion grids compared to the forward grid act as smoothing regu-
larization during the execution of the gradient descent method.

The results of the first and second P-wave checkerboard res-
olution tests, using the ATT method, suggest that the high- and
low-velocity anomalies at scales of 20 km and above are recov-
ered beneath the LAB and its eastern region (Fig. S4a,b).
However, in the third checkerboard test (Fig. S4c), the recovery
of velocity anomalies at a scale of 15 km is less satisfactory, such
as in areas beneath the Newport–Inglewood fault and the PVH
at depths of 2–5 km (Fig. S4c). Therefore, the parameters used in
the second checkerboard test, which are designed to resolve hori-
zontal velocity anomalies at scales of 20 km and above, are con-
sidered appropriate for subsequent tomographic inversions. In
addition, the maximum amplitude of the recovered anomalies
(Fig. S4b, ∼6.5%) is about 18.75% smaller than the 8% of the
target model (Fig. S4d), primarily due to the introduced picking
errors. The model is not as well imaged below 15 km, primarily
due to insufficient data coverage at these deeper crustal levels.

To evaluate the performance of the integrated workflow of
eikonal equation-based earthquake location and velocity inver-
sion with the chosen seismic data, we conduct an integrated
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P-wave checkerboard resolution test that includes both earth-
quake relocation and velocity inversion. All settings are the
same as in the second P-wave checkboard test, but the earth-
quake locations and origin times are deliberately perturbed by
sine and cosine functions, as shown in equations (10) and (11).
e(x) and e(T) represent the perturbed errors of earthquake
locations and origin times, respectively. xi and xusedi are the
earthquake locations from the earthquake catalog and the per-
turbed earthquake locations, respectively. Similarly, Tused

i and
Ti represent the perturbed travel times and those computed in
the target model of the second checkboard test. From equa-
tion (10), the spatial errors are within 2 km in the x-direction,
2 km in the y-direction, and 4 km in the z-direction. In addi-
tion, based on equation (11), the temporal error is within 0.4 s.
These spatial and temporal errors are introduced to mimic true
catalog errors or hypocenter uncertainties when calculating the
synthetic travel-time data:

e�x� � xusedi − xi

�
�
2 sin

�
2πi
61

�
cos

�
2πi
101

�
,2 sin

�
2πi
61

�
sin

�
2πi
101

�
,4 cos

�
2πi
103

��
,

�i� 1,…,24,925�: �10�

e�T� � Tused
i − Ti � 0:4 cos

�
2πi
107

�
, �i � 1,…,151,432�: �11�

The results of the integrated P-wave checkerboard resolution test
at six representative depths (Fig. 2a–f) suggest that, compared
with those in Figure S4d, the high- and low-velocity anomalies,
along with their high-gradients beneath the land, particularly in
the LAB, can be effectively recovered using the selected param-
eters, spatial distributions of the P-wave seismic data, and the
integrated workflow. However, the velocity anomalies offshore
are less well resolved due to the lack of offshore seismic stations.
All these tests suggest that the chosen inversion parameters, P-
wave travel times, and workflow can be reliably adopted for the
subsequent tomographic inversion to construct a VP model for
the LAB and its eastern region, achieving horizontal and vertical
resolutions of about 20 and 5 km, respectively.

To evaluate the resolving ability of the chosen S-wave data, a
similar integrated checkerboard resolution test is performed. The
parameter settings, velocity perturbations in the initialVS model,
and workflow is consistent with those in the integrated P-wave
checkboard test. Compared with Figure S4d, the results of the S-
wave checkerboard test (Fig. 2g–l) show that the positive and
negative velocity anomalies, along with their high-gradient,
are recovered within the LAB and its eastern region, while
the offshore area is less well resolved. Consequently, the selected
inversion parameters, S-wave travel times, and workflow can also
be reliably adopted for subsequent real tomographic inversion to
build a VS model for the LAB and its eastern region, achieving
horizontal and vertical resolutions of about 20 and 5 km,
respectively.

TOMOGRAPHIC RESULTS
VP model
Adopting the inversion parameters from the P-wave checker-
board tests above, we invert the observed first P-wave arrival
times to generate crustal VP models, gridded at 0.25 km ×
0.25 km × 0.4 km, starting from three initial VP models. The
iterative reduction of the objective function for each of the three
models exhibits a similar convergence trend (Fig. S5a), and sta-
bility is achieved after 20 iterations. For instance, when choosing
the improved MHK model as the initial model, the objective
function value (the sum of square of travel-time misfits) reduces
from 4673 to 1960 s2. Figures 3 illustrates the horizontal VP

maps extracted from previous VP models, such as CVM-H
15.1 (Shaw et al., 2015) and CVM-S 4.26 (Lee et al., 2014),
and the three tomographic VP models obtained in this study.
The relative velocity perturbation of the final tomographic
VP model, using the improved MHKmodel as the initial model,
is also included in Figure 3, reflecting that the perturbations are
purely contributed by the selected travel-time data.

To quantitatively compare the five VP models, we conduct a
forward calculation assessment using the remaining 46,974 P-
wave first-arrival travel times after selection in the Data sec-
tion. Corresponding earthquake locations are updated accord-
ing to the accurate waveform-relocated earthquake catalog of
southern California (Hauksson et al., 2012). The forward cal-
culation is performed using the fast-sweeping method to solve
the eikonal equation (Zhao, 2004; Leung and Qian, 2006).
Detailed quantitative assessments of the five models, repre-
sented by the rms residuals between synthetic and observed
travel-time data, are provided in Table 2. The results in Table 2
indicate that the three tomographic VP models obtained in this
study fit the observed first P-wave travel-time data better than
the two published models. The rms values for these three
tomographic VP models are comparable, ranging from one-
third to one-half of those for the two published VP models.
In addition, there is little difference among the tomographic
results (Fig. 3g–o,y–gg) obtained from the three different initial
VP models, suggesting that the dense distribution of earth-
quakes and seismic stations makes the variations among the
three models insignificant. For this reason, we consider our
tomographic results reliable. Henceforth, the mentioned VP

model refers to the final tomographic model using the
improved SCECMHK (Hutton et al., 2010) model as the initial
model, that is, the final 3D tomographic MHK VP model.

VS model and VP=VS model
The initial 3D VS model is obtained by dividing the final 3D
tomographic MHK VP model by a constant ratio. Previous
studies in the LAB area have consistently demonstrated
elevated VP=VS ratios (Hauksson and Haase, 1997, their fig. 4;
Hauksson, 2000, their plate 2). To determine an appropriate
constant VP=VS ratio, we conduct a test by computing the
objective function in various VS models generated by scaling
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the final VP model with a VP=VS ratio ranging from 1.720 to
1.780 at an interval of 0.002. The curve of the objective function
values with respect to the VP=VS ratio resembles a quasi-quad-
ratic function (Fig. 4), reaching its minimum when the VP=VS

ratio equals 1.760. Subsequently, the initial 3D VS model is
obtained by dividing the VP in the final 3D VP MHK model
by 1.760. The current procedure has a significant advantage:
the objective function of S-wave tomography generated from
the initial VS model for the S-wave checkerboard test is
23,144 s2, much higher than that of the currently constructed
initial VS model, which is 15,707 s2.

The tomographic VS model is obtained iteratively. After 20
iterations, the VS model becomes stable (Fig. S5b). The objec-
tive function value is reduced from 15,707 to 8,380 s2, repre-
senting a reduction of 46.6%, similar to that observed in the P-
wave tomographic inversion. Potential factors contributing to
the remaining misfit may include errors in travel-time picks,
unresolvable small-scale heterogeneities, seismic anisotropy,
and others. Figure 5 demonstrates the horizontal VS views,
extracted from CVM-H 15.1 (Shaw et al., 2015), CVM-S
4.26 (Lee et al., 2014), and our final tomographic VS model.

The final VP=VS model of this study is generated by comput-
ing the ratio of the tomographic MHK VP to the final VS model.
Figure 6 also shows the horizontal VP=VS views provided by
CVM-H 15.1 (Shaw et al., 2015), CVM-S 4.26 (Lee et al.,
2014), and this study. Figures 7 and 8 show the vertical views of
VP, VS, and VP=VS models provided by CVM-H 15.1 (Shaw
et al., 2015), CVM-S 4.26 (Lee et al., 2014), and this study. To

visually depict the tomographic results, we present the 3D geom-
etries of VP and VP=VS anomalies in Figure 9a–d, respectively.

DISCUSSION
Our VP, VS, and VP=VS models exhibit significant hetero-
geneities and share many features with previous studies
(e.g., Hauksson and Haase, 1997; Hauksson, 2000; Süss and
Shaw, 2003; Chen et al., 2007; Lee et al., 2014; Shaw et al.,
2015). Specifically, comparisons (Figs. 3a–o,s–gg, 5a–r, 6a–r,
and 8a–i) among CVM-H 15.1.0, CVM-S 4.26, and our VP,
VS, and VP=VS models of this study show that the locations
of large-scale low- and high-velocity patterns in the upper crust
are consistent. The significant variations in VP , VS, and VP=VS

illuminate the different rock types beneath the study region.
Notably, some distinct features obtained in the present study,

marked by the dashed circles in the figures, differ from those in
CVM-H 15.1.0 and CVM-S 4.26 models. In the following sec-
tions, we discuss the observed VP, VS, and VP=VS patterns, the
reliability for which is verified by the checkerboard resolution
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tests (Fig. 2, Fig. S4). Because the model is best resolved for
depths of less than 15 km, we do not place much emphasis
on interpreting the models below this depth.

The LAB
In our velocity models, the area at 3 km depth within the LAB
exhibits large-scale low-VP and low-VS, with values less than 5.6
and 3.0 km/s, respectively, associated with the Holocene–Upper
Cretaceous sedimentary rocks (Reding, 1991; Süss and Shaw,
2003). Based on the depth extent of the low-VP anomalies, sim-
ilar to previous studies (e.g., Chen et al., 2007), we estimate the
maximum depth of the LAB to be ∼10 km (Figs. 3, 7c–e, 8c, and
9a). According to Fuis et al. (2001), areas with high-VP (higher
than 6.1 km/s) and high-VP anomalies (higher than 2%) are
considered to be occupied by basement rocks (Figs. 3p–r,hh–jj
and 8c). Large-scale high-VP=VS ratios, higher than 1.82, are
observed within the basin, extending from shallow depths to
∼18 km depth (Figs. 6r and 9c).

The thickness of the low-VP anomalies (less than −3%)
shown in Figure 3 exhibits variations within the LAB, being
shallower in the west of the Newport–Inglewood fault, and

the northwest, north, and east of the basin compared to the
central region (Figs. 3p–r and 7a–e). This pattern is consistent
with the distribution of low-intensity residuals (Hauksson et al.,
2008, fig. 10A). In the northern and southwestern parts of the
basin, our model reveals evident boundaries between high- and
low-VP anomalies (Fig. 7c–e), which moderately to steeply dip
into the central basin from 2 to 10 km. These VP boundaries
align well with the traces of faults in horizontal maps at shallow
depth, such as the SMoF (Chen et al., 2007, fig. 14) (Fig. 3p), the
Newport–Inglewood fault (Lee et al., 2014; Shaw et al., 2015)
(Fig. 3p–r), and the Whittier fault (Lee et al., 2014) (Fig. 3p–r),
which form the basin margin together (Shaw et al., 2015). These
boundaries along the active faults suggest differences in rock
properties across the fault zone, which may be a key factor influ-
encing the stress accumulation, the seismogenic slip behavior,
and the down-faulting of the LAB (Hauksson, 1987).
Therefore, our velocity models not only highlight the velocity
contrast along the active faults and basin margin but also pro-
vide valuable tools for studying the seismic activity of these
active faults, assessing future earthquake risks, and even under-
standing the basin’s historical evolution.

Basement rocks
Our velocity models beneath the PVH, SMM, SGM, and the
northwestern part of PR show high-VP (higher than
5.4 km/s) and high-VS (greater than 3.0 km/s) at 3 km depth,
similar to previously published models (e.g., Hauksson and
Haase, 1997; Chen et al., 2007; Lee et al., 2014; Shaw et al.,
2015). The high-VP zone, enclosed within the contour of
1.8% anomalies beneath the ranges, presents a vertically con-
tinuous feature extending from near the surface to the middle
crust (Figs. 7a–e and 9b), forming the basement rocks beneath
the LAB. In comparison with CVM-H 15.1.0 and CVM-S 4.26,
our models show high-VP (higher than 5.6 km/s) at 3 km
depth (Fig. 3g,j,m) beneath both the west of the Newport–
Inglewood fault and the PVH, whereas CVM-H 15.1.0 and
CVM-S 4.26 display low to medium-VP values (5.0–5.4 km/s)
in these areas. We suspect that the high-VP rocks in our mod-
els may reveal the joint uplift of basement rocks in both the
PVH and the region west of the Newport–Inglewood fault.

The basement rocks of the northern PR Province are
described within the framework of twoMiocene and older struc-
tural blocks: the eastern and western LAB (Yerkes and

TABLE 2
Root Mean Square (rms), Calculated from Five Different VP Models, Measure the Difference Between Synthetic and Observed
Travel Times

Model CVM-H 15.1 CVM-S 4.26 MHK Crust BBP

rms (s) 0.477878 0.670215 0.240747 0.240991 0.241365

The seismic data used in forward calculating are the remaining 46,974 P-wave seismic travel times after screening in the Data section. See the second paragraph of VP model
section for a discussion of how these rms values were calculated. CVM-H 15.1, Community Velocity Model-Harvard 15.1; CVM-S 4.26, Community Velocity Model Southern
California Earthquake Center 4.26; and MHK, modified Hadley–Kanamori.
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Campbell, 2005). In our velocity models, the high-VP (6.4–
6.7 km/s), high-VS (3.6–3.8 km/s), and low-VP=VS (1.68–1.72),
referred to as C2, H1, H2, and H3 in Figures 3, 5, 6, and 9d,
respectively, suggest the northern extension of the PR batholith
(Yerkes and Campbell, 2005). This extension clearly outlines the
basement rocks surrounding the deep basin structure below
9 km depth (Figs. 3i,l,o,r,y,z,bb,cc,ee,ff,hh,ii and 5i,p,q). The
area, marked as H3, may indicate the western block, whereas
H1 and H2 correspond to the northeastern and southeastern
blocks, respectively. However, in the CVM-H 15.1.0 and
CVM-S 4.26 models, the western (H3) and northeastern
(H1) basement rocks beneath the basin are not depicted below
9 km depth (Figs. 3c,f,s,v and 5c,f). In contrast, our velocity

models depict the structure of the basin’s basement rocks, pro-
viding evidence that the LAB extends to about 10 km depth.

According to Magistrale and Zhou (1996), minerals in the
schists become plastic at lower temperatures in southern
California, suggesting that earthquakes occurring within schist
basement rocks generally occur at shallower depths (4–10 km)
compared to those occurring within other types of basement
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rocks. In our VP model, the number of earthquakes (black
dots) in H2 is generally fewer than in H1 and H3 from 9 to
15 km depth (Figs. 3i,r,y,z,hh,ii and 5i,p,q), consistent with
the observation by Magistrale and Zhou (1996). This observa-
tion further implies that H2, the northernmost extension of the
PR batholith, may contain Catalina and Pelona schist rocks
(Hauksson and Haase, 1997).

Middle crust low-velocity anomaly
Beneath the eastern study region, including the CB and the
northwestern part of the PR, the most prominent feature in
the middle crust is the presence of a low-VP (∼6.1–6.3 km/s)
and low-VS (lower than 3.6 km/s) anomaly, referred to as L1
(Figs. 3y,z, 5p–r, 7f,g, and 9a,c), with a maximum amplitude
reaching −3%. This aligns with a low-VP anomaly reported by
Chen et al. (2007, their fig. 14), CVM-H 15.1.0 (Figs. 3s,t and
5j,k), CVM-S 4.26 (Figs. 3v,w and 5m,n), and Wu, Jiang, et al.
(2022, their fig. 3; Wu, Li, et al., 2022, their fig. 4). In addition,

high-VP=VS ratios (>1.78) are detected at 15 km depth (Figs. 6q,r
and 7f,g) within L1. In the map views (Fig. 3), the L1 region
exhibits low-seismicity. The Moho depth beneath L1 is compa-
rable to that of the western/central Mojave to the north (Li et al.,
2021). Based on these observations, we speculate that the area
with low-velocity anomaly referred to as L1 may have a structure
similar to the complex crustal schists beneath the western/central
Mojave Desert (Miller et al., 2000; Wu, Li, et al., 2022).

The 2014 &Mboldital;w 5.1 La Habra earthquake
In the northern LAB, earthquakes are associated with active
east–west-trending blind thrusts, such as the Puente Hills
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Thrust and the upper Elysian Park Thrust (Hauksson et al.,
1988; Shaw et al., 2002; Plesch et al., 2007). For example, the
focal mechanism of the 2014 Mw 5.1 La Habra earthquake
(the star in Figs. 3h,q, 5h, and 6h) is related to the Puente
Hills Thrust (Donnellan et al., 2014). Near the La Habra earth-
quake hypocenter, our seismic velocity models show high-
VP=VS ratios (about 1.88 in Figs. 6h and 7a), low VP (about
5.8 km/s in Fig. 3h,q), and low-VS (about 2.94 km/s in
Fig. 5h). The VP and VS values near the La Habra earthquake
are similar to those in CVM-H 15.1.0 and CVM-S 4.26
(Figs. 3b,e and 5e), whereas our VP=VS ratio is higher than that
in CVM-H 15.1.0 (about 1.67) and CVM-S 4.26 (about 1.82).

According to Poisson’s ratio as a function of VP for common
lithologies (Brocher, 2005, his fig. 3), our models suggest that the
La Habra earthquake may have ruptured sedimentary rocks
(Johnson and Christensen, 1992). Similar to the interpretation
of the 1995 Mw 7.2 Kobe earthquake in Japan (Zhao et al.,
1996), the 1992 Mw 7.3 Landers earthquake (Fialko, 2004), and
the 2019 Mw 7.1 Ridgecrest earthquake (Tong et al., 2021), we
speculate that the over-pressurized, fluid-filled, and fractured
sedimentary rocks near the Puente Hills Thrust may have
contributed to the initiation of the 2014 Mw 5.1 La Habra
earthquake.

Comparison to previous models
One of the most prominent differences between the CVM-H
15.1.0, CVM-S 4.26, and the velocity models obtained in this
study is highlighted in Figures 3 and 5 by a dashed circle at
9 km depth (C1). C1 has a low-VP (less than −3% or below
6.0 km/s), low-VS (less than 3.4 km/s) anomaly surrounded
by a high-VP (higher than 3% or 6.35–6.70 km/s), high-VS

(3.65–3.80 km/s) anomaly. In contrast, at a depth of 9 km,
CVM-S 4.26 shows only high-VP (higher than 6.4 km/s)
and high-VS (higher than 3.7 km/s) structures, whereas
CVM-H 15.1.0 exhibits an area of low to medium-VP (below
6.2 km/s) beneath the center of the LAB. Similar differences are
observable at 12 km depth as highlighted by C2 (Figs. 3i,y and
5i,p,q). These differences suggest that the basin sedimentary
rocks and basement structures of the LAB in our models
are different from those in CVM-H 15.1.0 and CVM-S 4.26.

Basin effects have been demonstrated to significantly pro-
long shaking durations. One of the suggested reasons for this
extended shaking is the conversion of body waves to surface
waves at the edges of the basin (Joyner, 2000; Claire and
Igor, 2003). Our models reveal distinct basin margins and a
deep basin shape, potentially reflecting conditions conducive
to prolonged seismic durations.

Figure 8 shows that the three models display similar pat-
terns of velocity heterogeneity. For example, both the LAB
and the SGV exhibit low-VP (less than 5.4 km/s) and low-
VS (less than 3.1 km/s). However, several differences should
be noted. First, the resolution of a velocity model is primarily
determined by the data used in the tomographic inversion. Our

velocity models are determined by fitting the extensive amount
of first travel-time data collected over the past four decades in
the Los Angeles region. Therefore, the resolution is influenced
by the spatial distribution of seismic stations within the
regional seismic network and the distribution of seismicity.
Because of the fact that seismic stations are spaced at an aver-
age minimum distance of greater than 3.5 km, our dataset has
limited resolution for very shallow structures, specifically the
first 1–2 km in depth (Fig. S4e). Other community velocity
models, which incorporate seismic first travel-time data from
dense arrays or industrial applications, offer higher resolution
at shallow depths (Fig. 8a,b,d,e,g,h). Specifically, CVM-H
15.1.0 integrates multiple datasets, including borehole observa-
tions, seismic reflection, and refraction surveys, and earth-
quake body- and surface-wave data (Shaw et al., 2015).
CVM-S 4.26 incorporates earthquake seismograms and ambi-
ent-noise correlograms, which provide dense and uniform cov-
erage throughout the entire modeling domain (Lee et al., 2014,
their fig. 1). However, our model has the best performance in
fitting the regional seismic first travel-time data.

Second, the shape of the high-velocity area marked by the
dashed circle in Figure 8, also referred to as H1 in Figures 3 and
5, is consistent with CVM-H 15.1.0, showing a similar protrud-
ing shape beneath the SGV. In contrast, CVM-S 4.26 shows
this region as a relatively flattened high-VS body (3.6–
4.4 km/s). Specifically, the area beneath the SGV, indicated
by the dashed circle in Figure 8c,f, exhibits high-VP (6.3–
6.8 km/s), high-VS (3.5–3.8 km/s), and a medium-VP=VS ratio
(∼1.76). According to the empirical relationships for common
lithologies described by Brocher (2005, table 2, figs. 2 and 3), this
area may consist of metagreywackes and mafic rocks (Brocher
and Christensen, 2001), which is consistent with the interpre-
tation by Fuis et al. (2001), who also reported VP values ranging
from 6.3 to 6.8 km/s. In addition, near the aftershocks of the
Whittier Narrows earthquake, within the dashed circle in
Figure 8 and indicated by the diamond in Figures 3i, 5i, 6i,
and 8c,f, the area is associated with the Puente Hills Thrust
(Fuis et al., 2001; Shaw et al., 2002). Our seismic models for this
region show high-VP (6.47 km/s in Fig. 3i), high-VS (3.60 km/s
in Fig. 5i), and a high-VP=VS ratio (about 1.80 in Fig. 6i). In
comparison, the VP (VS) values near the aftershocks in
CVM-H 15.1.0 and CVM-S 4.26 are about 6.10 (3.65) km/s
and 7.10 (4.25) km/s, respectively. Using the “mafic line”
(Brocher, 2005, his equation 8) as the empirical relation between
VP and VS, the differences between the calculated and inverted
VS values are 0.328, 0.408, and 0.086 km/s in CVM-H 15.1.0,
CVM-S 4.26, and our model, respectively. This indicates that
our tomographic models for H1 more accurately adhere to
the “mafic line” relationship, perhaps suggesting the accuracy
and reliability of the VS model obtained in the present study.

The differences discussed in this section are likely caused by
using different types of seismic data, physical models for mod-
eling seismic wave propagation, and inversion strategies in
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constructing the various velocity models. We emphasize the
differences among these models and recommend a detailed
investigation into the causes. The main purpose of our study
is to construct seismic velocity models that can effectively
explain the massive amount of first travel-time data accumu-
lated in the past 40 yr. As shown in Table 2, our VP models
demonstrate the best performance in fitting first travel-time data
alone. The differences highlighted by C1 and C2 in Figures 3 and
5 suggest notable variations in the distribution of basin sedimen-
tary rocks and basement rocks among the velocity models.
Accurately delineating the basin’s structure, including the
well-constrained western (H3), southeastern (H2), and
northeastern (H1) basement rocks, the 10 km thickness of sedi-
mentary rocks, and the distinct basin margin along active faults,
is crucial for effective seismic hazard assessment. The 3D VP

anomalies provide a clear view of the basin’s subsurface struc-
ture and its basement, revealing a distinct western basin base-
ment (Fig. 9b) and a well-defined western basin margin along
the Newport–Inglewood fault (Fig. 9a). In addition, our VP and
VS models demonstrate greater accuracy and reliability in con-
straining the northeastern basement (H1), validated by the
“mafic line” (Brocher, 2005, his equation 8), thus improving
our understanding of the basement mafic rocks. Consequently,
the well-defined velocity models developed in this study provide
useful constraints for seismic response modeling and seismic
hazard assessment.

CONCLUSIONS
In our study, we utilize the ATT method to generate high-res-
olution crustal velocity models with a grid size of 0.25 km ×
0.25 km × 0.4 km. These models can reliably resolve horizontal
structures at scales of 20 km and vertical structures at scales of
5 km beneath the LAB and its eastern adjacent region. 151,193
first P-wave travel times and 149,997 first S-wave travel times
from local earthquakes are carefully selected and inverted, with
earthquake locations updated at every iteration.

The obtained tomographic models effectively fit the extensive
database of the first P and S arrival times accumulated over the
past 40 yr within errors of measurement. Because the average
spacing of seismic stations is more than 3.5 km apart, our dataset
has limited resolution in the uppermost 1–2 km. However, start-
ing from different initial models, our threeVP models, optimally
imaged at depths between 3 and 15 km, exhibit similar velocity
heterogeneity and a better fit to the observed first P-wave travel-
time data compared to the CVM-H 15.1.0 and CVM-S 4.26
models. In addition, the velocity models show greater accuracy
and reliability compared to both CVM-H 15.1.0 and CVM-S
4.26 in the northern basement of the LAB (H1). This is sup-
ported by the “mafic line” (Brocher, 2005, his equation 8), which
provides evidence for improved constraints on basement mafic
rocks in our models.

Our velocity models not only highlight the velocity contrast
along the active faults and basin margin but also image the

northeastern (H1) and western (H3) basement rocks. The
observed differences, such as the low-velocity anomaly encircled
by C1 and the high-velocity structures H1–H3 (C2), indicate
variations in the distribution of the basin’s deep sedimentary
rocks and basement rocks among the velocity models,
which requires further investigation into the causes of these
discrepancies.

Accurate delineation of the basin’s structure, highlighting
the western (H3) and northeastern (H1) basement rocks,
the 10 km thickness of sedimentary rocks, and the distinct
basin margin along the active faults based on our models, is
crucial for effective seismic hazard assessment. In summary,
the well-defined velocity models developed in this study not
only offer strong constraints for seismic response modeling
but also provide useful tools for seismic hazard assessment.

DATA AND RESOURCES
The first travel-time data used in this study were provided by the
Southern California Earthquake Data Center (SCEDC, 2013)
(https://scedc.caltech.edu/) (last accessed December 2021). Some fig-
ures are made with the Generic Mapping Tool (GMT) (Wessel and
Smith, 1995). The fault data from Marshall et al. (2023) are available
at https://zenodo.org/records/8327463 (last accessed June 2024). The
Moho discontinuity data are obtained from Li et al. (2021). The model
information about the CVM-H 15.1.0 and CVM-S 4.26 are available
in the Southern California Earthquake Center (SCEC) Unified
Community Velocity Model software (Small et al., 2022) at doi:
10.5281/zenodo.7033687. The supplemental material includes the dis-
tribution of events and stations (Fig. S1), the workflow employed in
the present study (Fig. S2), the multiple-grid model parameterization
(Fig. S3), the results of checkerboard resolution tests (Fig. S4), and the
sum of square of travel-time residuals throughout the iterations for
both P- and S-wave travel-time tomography (Fig. S5). The obtained
seismic P- and S-wave velocity models and seismic data used are
available at doi: 10.21979/N9/DZVD9O.
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