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Abstract. In this paper, a new earthquake location method based on the waveform
inversion is proposed. As is known to all, the waveform misfit function under the L2

measure is suffering from the cycle skipping problem. This leads to a very small con-
vergence domain of the conventional waveform based earthquake location methods.
In present study, by introducing and solving two simple sub-optimization problems,
we greatly expand the convergence domain of the waveform based earthquake loca-
tion method. According to a large number of numerical experiments, the new method
expands the range of convergence by several tens of times. This allows us to locate the
earthquake accurately even from some relatively bad initial values.
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1 Introduction

The earthquake location is a fundamental problem in seismology [11, 31]. It consists of
two parts: the determination of hypocenter ξ and origin time τ. These information are
extremely important in quantitative seismology, e.g. the earthquake early warning sys-
tem [28], the investigation of seismic heterogeneous structure [35,37]. In particular, there
are also significant interests in micro-earthquake which has many applications in explo-
ration seismology [18, 26]. It also has a similar mathematical framework with the other
source localization or source identification problems, e.g. [1, 4, 5, 23].

Due to the importance of the earthquake location problem, numerous studies have
been done theoretically and experimentally [11–13, 26, 30]. However, many studies are
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based on the ray theory, which has low accuracy when the wave length is not small
enough compared to the scale of wave propagating region [9,15,27,40]. This may lead to
inaccurate or even incorrect earthquake location results. An alternative way is to solve
the wave equation directly to get accurate waveform information for inversion. This
method is becoming popular in recent years, as a result of the fast developing of compu-
tational power and techniques [14, 16, 19–21, 29, 34].

In the work by [21], see also [16], the spectral-element solvers are implemented to
invert the basic information of earthquakes. The misfit functions defined based upon the
envelope of the waveforms are minimized to provide the best estimation of source model
parameters. Another approach proposed by [35] is based on the wave-field relation be-
tween the hypocenter ξ and its perturbation ξ+δξ [3]. Due to the foregoing observation,
the travel-time differences between the synthetic signal and the real signal can be approx-
imately expressed as the linear function of hypocenter perturbation δξ. The authors then
derived the sensitivity kernel by using the forward and adjoint wavefields.

However, the above mentioned papers on the earthquake location are not directly
used the waveform difference since the waveform misfit function under the L2 measure
is suffering from the cycle skipping problem [21]. Consider the bad mathematical prop-
erties of the delta function f (t−τ)δ(x−ξ), who is appeared as the source of wave equa-
tion, even small perturbation of hypocenter δξ and origin time δτ would generate large
deviation of waveform. Thus, it is not surprising that the range of convergence of the
conventional waveform based method is very small. On the other hand, the waveform
signal may contain more information, which could lead to more accurate location result.
Thus, it is necessary to develop new techniques to expand the convergence domain of the
waveform based location method.

In this paper, we present a new method to locate the earthquake accurately. For the
sake of simplicity, we use the acoustic wave equation and only deal with the earthquake
hypocenter and origin time. There is no essential difficulty to consider the elastic wave
equation or involve more earthquake information, e.g. the moment magnitudes [21].

The starting point is to keep ‖δs(x,t)‖
‖s(x,t)‖ ≪ 1 in a modified sense. This is a fundamental

assumption of the first-order Born approximation in the adjoint method. But it is not

easy to guarantee in the classical sense, even if
‖δξ‖
‖ξ‖ and

‖δτ‖
‖τ‖ are small. This is due to the

bad mathematical properties of the delta function f (t−τ)δ(x−ξ) in the wave equation.
To solve this problem, we shift the synthetic data so that its difference with the real data is
minimized. The shifting parameter can be obtained by solving a simple sub-optimization

problem. The above effects ensure correctness of the important assumption ‖δs(x,t)‖
‖s(x,t)‖ ≪ 1

of the adjoint method in a large range. Thus, we can expect a large convergence domain
of the new earthquake location method. According to the numerical experiments, the
range of convergence is significantly enlarged. We also remark that there have been many
efforts in expanding the range of convergence for the inverse problem, see e.g. [8, 10, 24,
25, 38]. Here we provide a simple and alternative implementation.

The paper is organized as follows. In Section 2, the conventional waveform based
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adjoint inversion method is reviewed for the earthquake hypocenter and origin time.
We propose the new method for the earthquake location in Section 3. In Section 4, the
numerical experiments are provided to demonstrate the effectiveness of the new method.
Finally, we make some conclusive remarks in Section 5.

2 The inversion method

Consider the scalar acoustic wave equation

∂2u(x,t;ξ,τ)

∂t2
=∇·

(
c2(x)∇u(x,t;ξ,τ)

)
+ f (t−τ)δ(x−ξ), x,ξ∈Ω, (2.1)

with initial-boundary conditions

u(x,0;ξ,τ)=∂tu(x,0;ξ,τ)=0, x∈Ω, (2.2)

n·
(
c2(x)∇u(x,t;ξ,τ)

)
=0, x∈∂Ω. (2.3)

Here u(x,t;ξ,τ) is the wavefield with respect to the origin time τ>0 and hypocenter ξ∈Ω.
The wave speed is c(x). The simulated domain Ω⊂R

d, d is the dimension of the problem
and n is the unit outer normal vector to the boundary ∂Ω of Ω. The seismogram at source
has the form of Ricker wavelet

f (t)=A
(
1−2π2 f 2

0 t2
)

e−π2 f 2
0 t2

, (2.4)

in which f0 is the dominant frequency and A is the normalization factor. In this study, the
point source hypothesis δ(x−ξ) for the hypocenter focus is considered for the situation
where the temporal and spatial scales of seismic rupture are extremely small compared to
the scales of seismic waves propagated [2, 22]. For simplicity, the free surface boundary
condition (2.3) is considered here. There is no essential difference for other boundary
conditions, e.g. the perfectly matched layer absorbing boundary condition [17].

Remark 2.1. For the acoustic wave equation (2.1), we have the invariance property in
time translation

u(x,t−∆τ;ξ,τ)=u(x,t;ξ,τ+∆τ).

Remark 2.2. Accordingly to the compatibility condition of initial value, we require that

f (t−τ)=0, ∀t≤0.

In our model, the Ricker wavelet f (t) in (2.4) is exponential decay. The compatibility
condition can be satisfied in an approximate sense by choosing a relative large τ. In
practical problems, it is very natural to get.
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Let ξT and τT be the real earthquake hypocenter and origin time. Thus, the real earth-
quake signal dr(t), which was recorded at receiver r can be considered as

dr(t)=u(ηr,t;ξT,τT). (2.5)

Here ηr is the location of the r−th receiver. The synthetic signal s(x,t) corresponding to
the initial hypocenter ξ and origin time τ is

s(x,t)=u(x,t;ξ,τ). (2.6)

By introducing the misfit function

χr(ξ,τ)=

∫ T
0 |dr(t)−s(ηr,t)|

2dt

2
∫ T

0 |dr(t)|2dt
, (2.7)

we define the nonlinear optimization problem

(ξT,τT)=argmin
ξ, τ

∑
r

χr(ξ,τ). (2.8)

Obviously, the global solution exists and we believe in the uniqueness. In the following
part, the sensitivity kernel [20, 27, 34] will be derived to solve this inversion problem
iteratively.

2.1 The adjoint method

The perturbation of parameters ‖δξ‖
‖ξ‖ and ‖δτ‖

‖τ‖ ≪ 1 would generate the perturbation of

wave function δs(x,t), it writes

δs(x,t)=u(x,t;ξ+δξ,τ+δτ)−u(x,t;ξ,τ). (2.9)

Then δs(x,t) satisfies




∂2δs(x,t)
∂t2 =∇·

(
c2(x)∇δs(x,t)

)
+ f (t−(τ+δτ))δ(x−(ξ+δξ))

− f (t−τ)δ(x−ξ), x∈Ω,

δs(x,0)= ∂δs(x,0)
∂t =0, x∈Ω,

n·
(
c2(x)∇δs(x,t)

)
=0, x∈∂Ω.

(2.10)

Multiply an arbitrary test function wr(x,t) on Eq. (2.10), integrate it on Ω×[0,T] and use
integration by parts, we obtain

∫ T

0

∫

Ω

∂2wr

∂t2
δsdxdt−

∫

Ω

∂wr

∂t
δs

∣∣∣∣
t=T

dx+
∫

Ω
wr

∂δs

∂t

∣∣∣∣
t=T

dx

=
∫ T

0

∫

Ω
δs∇·(c2∇wr)dxdt−

∫ T

0

∫

∂Ω
n·(c2∇wr)δsdζdt

+
∫ T

0
f (t−(τ+δτ))wr(ξ+δξ,t)− f (t−τ)wr(ξ,t)dt
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≈
∫ T

0

∫

Ω
δs∇·(c2∇wr)dxdt−

∫ T

0

∫

∂Ω
n·(c2∇wr)δsdζdt

+
∫ T

0
f (t−τ)∇wr(ξ,t)·δξ− f ′(t−τ)wr(ξ,t)δτdt. (2.11)

Note that the Taylor expansion is used and higher order terms are ignored in the last step.
On the other hand, the misfit function (2.7) also generates the perturbation with re-

spect to δs(x,t), assume that ‖δs(x,t)‖
‖s(x,t)‖ ≪1, it writes

δχr =χr(ξ+δξ,τ+δτ)−χr(ξ,τ)=

∫ T
0

(
|dr(t)−(s+δs)(ηr,t)|

2−|dr(t)−s(ηr,t)|
2
)

dt

2
∫ T

0 |dr(t)|2dt

≈−
∫ T

0 (dr(t)−s(ηr,t))δs(ηr,t)dt
∫ T

0 |dr(t)|2dt

=−
∫ T

0

∫
Ω
(dr(t)−s(ηr,t))δs(x,t)δ(x−ηr)dxdt

∫ T
0 |dr(t)|2dt

, (2.12)

where “≈” is obtained by ignoring high order terms of δs(x,t).
Let wr(x,t) satisfies the wave equation with terminal-boundary conditions





∂2wr(x,t)
∂t2 =∇·

(
c2(x)∇wr(x,t)

)
+

dr(t)−s(ηr,t)∫ T
0 |dr(t)|2dt

δ(x−ηr), x∈Ω,

wr(x,T)= ∂wr(x,T)
∂t =0, x∈Ω,

n·
(
c2(x)∇wr(x,t)

)
=0, x∈∂Ω.

(2.13)

Thus, the linear relation for δχr and δξ, δτ can be obtained by subtracting (2.12) from
(2.11)

−δχr =
∫ T

0
f (t−τ)∇wr(ξ,t)·δξ− f ′(t−τ)wr(ξ,t)δτdt. (2.14)

In particular, if
ξ+δξ=ξT, τ+δτ=τT,

it implies
χr(ξ+δξ,τ+δτ)=0 ⇒ δχr =−χr(ξ,τ).

This gives an alternative form of equation (2.14)

χr(ξ,τ)=
∫ T

0
f (t−τ)∇wr(ξ,t)·δξ− f ′(t−τ)wr(ξ,t)δτdt. (2.15)

By defining the sensitivity kernel for the hypocenter ξ and origin time τ as

K
ξ
r =

∫ T

0
∇wr(ξ,t) f (t−τ)dt, (2.16)

Kτ
r =−

∫ T

0
wr(ξ,t) f ′(t−τ)dt, (2.17)
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Eq. (2.15) gives a single equation of the linear system

K
ξ
r

χr(ξ,τ)
·δξ+

Kτ
r

χr(ξ,τ)
δτ=1. (2.18)

The above linear system has been normalized so that the condition number can be opti-
mized

2.2 The wave-equation-based traveltime inversion

The above discussions lead to the waveform based earthquake location method. Taking
into account that the traveltime information can be more easily obtained in practice, we
now turn to the derivation of the wave-equation based traveltime inversion for earth-
quake’s hypocenter and origin time.

First, we define the traveltime misfit function as follows

χ̃r(ξ,τ)=
1

2

(
Tobs

r −T
syn
r

)2
, (2.19)

here Tobs
r and T

syn
r are the observed traveltime which can be extracted from the real earth-

quake signal dr(t) and the synthetic signal s(ηr,t). Correspondingly, the nonlinear opti-
mization problem is defined as

(ξT,τT)=argmin
ξ, τ

∑
r

χ̃r(ξ,τ). (2.20)

Next, we need to derive the Fréchet derivatives of the optimization problem (2.20).
Similar to the previous Subsection, the perturbation of wave function δs(x,t) in (2.9) is

generated by the perturbation of parameters ‖δξ‖
‖ξ‖ and ‖δτ‖

‖τ‖ ≪ 1. Further assume that
‖δs(x,t)‖
‖s(x,t)‖ ≪1, the relation between the traveltime shift δT

syn
r and the wave function pertur-

bation s(x,t) can be written as

δT
syn
r =

1

Nr

∫ T

0
ν(t)∂ts(ηr,t)δs(ηr,t)dt, (2.21)

Nr =
∫ T

0
ν(t)s(ηr,t)∂

2
t s(ηr,t)dt. (2.22)

Here ν(t) is a time window over the time interval [0,T], that can be used to pickup specific
seismic phase. The detailed derivation can be found in [7, 34, 35]. Thus, the perturbation
of the misfit function δχ̃r satisfies

δχ̃r = χ̃r(ξ+δξ,τ+δτ)−χ̃r(ξ,τ)=
1

2
(Tobs

r −(T
syn
r +δT

syn
r ))2− 1

2
(Tobs

r −T
syn
r )2

≈−δT
syn
r (Tobs

r −T
syn
r )=−Tobs

r −T
syn
r

Nr

∫ T

0
ν(t)∂ts(ηr,t)δs(ηr,t)dt,

=−Tobs
r −T

syn
r

Nr

∫ T

0

∫

Ω
ν(t)∂ts(ηr,t)δs(x,t)δ(x−ηr)dxdt, (2.23)
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where “≈” is obtained by ignoring high order terms of δT
syn
r .

Let wr(x,t) in (2.11) satisfies the wave equation with terminal-boundary conditions





∂2wr(x,t)
∂t2 =∇·

(
c2(x)∇wr(x,t)

)
+ Tobs

r −T
syn
r

Nr
ν(t)∂ts(ηr,t)δ(x−ηr), x∈Ω,

wr(x,T)= ∂wr(x,T)
∂t =0, x∈Ω,

n·
(
c2(x)∇wr(x,t)

)
=0, x∈∂Ω.

(2.24)

Thus, the linear relation for δχ̃r and δξ, δτ can be obtained by subtracting (2.23) from
(2.11)

−δχ̃r =
∫ T

0
f (t−τ)∇wr(ξ,t)·δξ− f ′(t−τ)wr(ξ,t)δτdt. (2.25)

By a similar discussion as used in Subsection 2.1, we obtain the similar linear system

K
ξ
r

χ̃r(ξ,τ)
·δξ+

Kτ
r

χ̃r(ξ,τ)
δτ=1 (2.26)

with the similar sensitivity kernel define in (2.16)-(2.17). The difference lies in that wr(ξ,t)
satisfies the wave equation with terminal-boundary conditions (2.24).

3 A new method to expand the convergence domain

In this section, we are investigating the techniques to enlarge the convergence domain for
the inversion of earthquake hypocenter ξT and origin time τT. It is assumed that the wave
speed c(x) is already well known. For situations of inaccurate or unknown wave speed,
we refer to the discussions in [21] or the joint inversion for wave speed, hypocenter and
origin time. We also remark that the following discussions are based on the framework of
waveform inversion. But there is no significant difference for the wave-equation-based
traveltime inversion.

3.1 Estimation of the origin time

As it was discussed in Section 2.1, the first-order Born approximation in the adjoint
method requires an infinitesimal perturbation assumption of wave function

‖δs(x,t)‖
‖s(x,t)‖ ≪1,

see also [20, 27, 34, 36]. However, as we will see in Example 3.1, it is very difficult to
guarantee this assumption even if the perturbations of the earthquake hypocenter and
origin time are very small

‖δξ‖
‖ξ‖ ≪1 and

‖δτ‖
‖τ‖ ≪1.
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That’s one of the reasons why the convergence domain of the waveform based method is
very small.

Example 3.1. This is a 2D unbounded problem with constant wave speed c(x)≡ c0 for
the scalar acoustic wave equation (2.1) with initial condition (2.2). Its solution can be
analytically given:

u(x,t;ξ,τ)=

{
1

2πc2
0

∫ θ0

0
f (θ−τ)√

(t−θ)2−(t−θ0)2
dθ, θ0>0,

0, θ0≤0,
(3.1)

in which

θ0= t− 1

c0
‖x−ξ‖2 .

Let x=(x,z) denote the horizontal and depth coordinate respectively. The constant wave
speed is c0=6.5km/s. There are 20 equidistant receivers on the surface,

ηr =(xr,zr)=(5r−2.5km,0), r=1,2,··· ,20.

Consider an earthquake occurs at hypocenter ξT = (50km,30km) and origin time τT =
10s with dominant frequency f0 = 2Hz, its signal dr(t) received by receiver r = 7 can
be considered as (2.5) and (3.1). The synthetic signal s(ηr,t) corresponding to the initial
hypocenter ξ =(52km,30.3km) and origin time τ = 10s at the same receiver r= 7 can be
obtained by (2.6) and (3.1). The perturbation between the real and initial hypocenter is
small

δξ=ξT−ξ=(−2km,−0.3km),

and it is also correct for the perturbation between the real and initial origin time

δτ=τT−τ=0.

Nevertheless, as we can see in Fig. 1, the difference between the real signal dr(t) and the
synthetic signal s(ηr,t) at receiver r=7 is significantly large:

‖dr(t)−s(ηr,t)‖
‖dr(t)‖

∼1,

which contracts to the basic assumption.

The key observation in Example 3.1 is that the infinitesimal perturbation assumption
‖δs(x,t)‖
‖s(x,t)‖ ≪ 1 is not trivial to get. However, we note that the main difference between the

real signal dr(t) and synthetic signal s(ηr,t) is caused by the time shift. Thus, we define
the relative error function with respect to the time shift of the synthetic signal

er(τ)=
‖dr(t)−s(ηr,t−τ)‖

‖dr(t)‖
. (3.2)
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Figure 1: Illustration of Example 3.1. Top: The receivers (inverted triangle, magenta for r = 7 and blue for
others), the real (red pentagram) and initial hypocenter (black pentagram). Bottom Left: The real signal
dr(t) (red solid line) and the synthetic signal s(ηr ,t) (black dashed line) at receiver r=7. Bottom Right: The
difference between the real and synthetic signal dr(t)−s(ηr,t) (magenta solid line) at receiver r=7. The text
representation in the figure has been simplified without causing any misunderstandings.

Solving the following sub-optimization problem

τ∗
r =argmin

τ
er(τ), (3.3)

the infinitesimal perturbation assumption may be satisfied in the sense of time transla-
tion.

‖dr(t)−s(ηr,t−τ∗
r )‖

‖dr(t)‖
≪1. (3.4)

Example 3.2. Consider the same parameters set up as in Example 3.1, thereby the real
signal dr(t) and the synthetic signal s(ηr,t) are the same as those in Example 3.1.

The relative error function er(τ) defined in (3.2) is presented in Fig. 2(top). We can
observe a global minimum of er(τ). Thus, the optimal time translation parameter τ∗

r can
be easily computed through (3.3).

According to the above time translation, the difference between the real signal dr(t)
and the shifted synthetic signal s(ηr,t−τ∗

r ) is small, see Fig. 2(bottom). This implies that
the modified infinitesimal perturbation assumption in (3.4) is satisfied here.

At last, by the invariance property in time translation, see Remark 2.1, this optimal
time shift τ∗

r computed from (3.3) can be used to shift the initial origin time

τ̂=τ+τ∗
r , (3.5)

so that the infinitesimal perturbation assumption ‖δs(x,t)‖
‖s(x,t)‖ ≪1 can be satisfied in the orig-

inal sense rather than the modified sense (3.4).
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Figure 2: Illustration of Example 3.2. Top: The relative error function er(τ) defined in (3.2). Bottom Left:
The real signal dr(t) (red solid line) and the shifted synthetic signal s(ηr,t−τ∗

r ) (black dashed line) at receiver
r=7. Bottom Right: The difference between the real signal and the shifted synthetic signal dr(t)−s(ηr,t−τ∗

r )
(magenta solid line) at receiver r=7. The text representation in the figure has been simplified without causing
any misunderstandings.

Example 3.3. Consider the same parameters set up as in Example 3.1, thereby the real
signal dr(t) is the same as in Example 3.1. The synthetic signals are corresponding to the
initial hypocenter ξ=(52km,30.3km) and two different initial origin time: (1) τ1=10s, (2)
τ2=τ1+τ∗

r . We still focus on the signals received at receiver r=7. These synthetic signals
can be obtained by

s1(ηr,t)=u(ηr,t;ξ,τ1), s2(ηr,t)=u(ηr,t;ξ,τ2).

In Fig. 3(top), the difference between the real signal dr(t) and the synthetic signal s1(ηr,t)
is large, but the difference between the real signal dr(t) and the other synthetic signal
s2(ηr,t) is small, see Fig. 3(bottom).

3.2 The selection of receivers

In previous subsection, the time shift τ∗
r has been discussed for single receiver r. For

practical problems, there are many receivers, thus we need to solve the following sub-
optimization problem

τ∗=argmin
τ

∑
r∈R

er(τ), (3.6)

rather than (3.3). Here R is the set of all receivers that we use for inversion, which will be
determined later. The set of all receivers is denote by A, and it is obviously that R⊂A.

Example 3.4. Consider the same parameters set up as in Example 3.1, thereby the real
signals dr(t) and the synthetic signals s(ηr,t) can be obtained in the same manner as in
Example 3.1

dr(t)=u(ηr,t;ξT,τT), s(ηr,t)=u(ηr,t;ξ,τ)
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Figure 3: Illustration of Example 3.3. Left: The real signal dr(t) (red solid line) and the synthetic signal si(t,ηr)
(black dashed line) at receiver r= 7. Right: The difference between the real signal and the synthetic signal
dr(t)−si(ηr,t) (magenta solid line) at receiver r=7. Top: i=1, which corresponding to the initial origin time
τ1. Bottom: i=2, which corresponding to the other initial origin time τ2. The text representation in the figure
has been simplified without causing any misunderstandings.

Figure 4: Illustration of Example 3.4. The waveform comparison of real signals dr(t) (red dotted line) and the
synthetic signals s(ηr,t) (blue dashdot line) for all receivers r=1,2,··· ,20. The horizontal axis is the time t, and
the longitudinal axis is the index of receiver r.

for all receivers r∈A={1,2,··· ,20}. In Fig. 4, we output all the real signals dr(t) and the
synthetic signals s(ηr,t). According to the figures, we can see that

τ∗
r <0, for r=1,2,··· ,10,

τ∗
r >0, for r=11,12,··· ,20.

Therefore, we cannot get satisfactory value τ∗ from (3.6) if #R is large. Here #R denotes
the number of elements in the set R.

The above example shows that discussions in Subsection 3.1 may fail when #R is
large. In fact, due to the small degree of freedom of the earthquake location problem, it is
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not necessary to consider large #R. On the other hand, #R is the number of constraints,
which is proportional to the number of wave field computations. Therefore, we prefer
to choose a relative small #R for inversion. Accordingly to our numerical experiences, a
suitable choice of #R is 5∼7. However, this discussion doesn’t determine which elements
should be in R. A natural consideration is to solve a more general nonlinear optimization
problem

(τ∗,R∗)=argmin
τ,R⊂A

∑
r∈R

er(τ). (3.7)

The essence of the above problem is that receivers set R is considered as optimization
variable. It is easy to check that for 1≤n1<n2≤#A, we have

min
τ,#R=n1,R⊂A ∑

r∈R
er(τ)≤ min

τ,#R=n2,R⊂A ∑
r∈R

er(τ).

In practice, solving the problem (3.7) is complicated. Instead, we can firstly solve a sim-
plified optimization problem

(τ̄,R∗)=argmin
τ,R⊂A

∑
r∈R

|τ∗
r −τ|2 . (3.8)

Then, for fixed receivers set R∗, we have

τ∗=argmin
τ

∑
r∈R∗

er(τ). (3.9)

Similar to Eq. (3.5), the optimal time shift τ∗ for multiple receivers can also be used to
shift the initial origin time

τ̂=τ+τ∗. (3.10)

3.3 The detailed implementation

In summary of all the above, the detailed implementation of the algorithm is as follows:

1. Initialization. Set the tolerance value ε=0.01km, the threshold value σ=100km and the
break-off step K=30. Let k=0 and give the initial hypocenter ξ0 and the initial origin
time τ0=0.

2. For ξk, solving (3.8) to determine the receivers set R∗
k and estimating the origin time

τk by (3.9) and (3.10).

3. Construct the sensitivity kernels K
ξ
r,k, Kτ

r,k for r ∈R∗
k and solve the normalized linear

system (2.18) to get δξk and δτk, then update the estimation of hypocenter for step k+1,

ξk+1=ξk+δξk.

4. If
∥∥ξk−ξk+1

∥∥< ε, go to step 7; If
∥∥ξk−ξk+1

∥∥>σ, go to step 6.
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5. If k+1>K, go to step 6. Otherwise, let k= k+1 and go to step 2 for another iteration.

6. Output the error message: “The iteration diverges.” and stop.

7. Update the estimation of origin time for step k+1,

τk+1=τk+δτk.

Output (ξk+1,τk+1) and stop.

Once the value (ξk+1,τk+1) is output, we get the hypocenter and the origin time for the
specific earthquake. Otherwise, the algorithm should be restarted with different initial
value of hypocenter ξ0 until the convergent result is obtained.

In this algorithm, the extra computational cost arise from solving the sub-optimization
problem (3.8) and (3.9). But this part in the overall computational cost is minor. The rea-
son is that the sub-optimization problem (3.8) and (3.9) are only one dimensional. Taking
into consideration the saving from less computation of the wave equations, the total cost
is reduced here. Furthermore, since the new method greatly enlarges the convergence
domain, the number of initial values of hypocenter that we need to select in solving the
earthquake location problem can be significantly reduced compared to the conventional
method. This greatly reduces the overall computational cost.

4 Numerical experiments

In this section, three examples are presented to demonstrate the validity of our method.
And we will see the comparison between the conventional method and the new method
for the earthquake location problem.

Example 4.1. Let’s take the same parameters set up as in Example 3.1. Then the real
signals dr(t) and the synthetic s(ηr,t) can be obtained by (2.5), (2.6) and (3.1) for different
receiver r=1,2,··· ,20.

Consider an earthquake occurs at hypocenter ξT =(50km,30km) and origin time τT =
10s with dominant frequency f0 = 2Hz. In Fig. 5(top left), 2800 uniformly distributed
grid nodes are tested as the initial hypocenter of earthquake ξ in the searching domain
[10km,90km]×[0km,70km] for the conventional method. There are 22 grid nodes con-
verge to the correct hypocenter. For the new method, there are 1597 grid nodes converge
to the correct hypocenter in the same set-up, see Fig. 5(top right). In contrast, the conver-
gence probability of the new method is about 72 times that of the conventional method.
From the figure, we can also see that all the tested initial hypocenter in the rectangular re-
gion [48km,52km]×[28km,32km] converge to the correct hypocenter for the conventional
method. For the new method, this rectangular region is [38km,62km]×[7.5km,53.5km],
its area is about 75 times of the former.

Consider an earthquake occurs at hypocenter ξT =(50km,6km) and origin time τT =
10s with dominant frequency f0=2Hz. In Fig. 5(bottom left), 1900 uniformly distributed
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Figure 5: Illustration of the Example 4.1. The green point is the real hypocenter. The red pentagram and the
blue x-mark indicate the initial hypocenter at this location converge and misconvergence to the real hypocenter
respectively. Left: the conventional method; Right: the new method. Top figures for deep earthquake ξT =
(50km,30km) and bottom figures for shallow earthquake ξT = (50km,6km). In the light yellow rectangular
region, all the tested initial hypocenter converge to the correct hypocenter.

grid nodes are tested as the initial hypocenter of earthquake ξ in the searching domain
[0km,100km]×[0km,38km] for the conventional method. There are 20 grid nodes con-
verge to the correct hypocenter. For the new method, there are 740 grid nodes converge to
the correct hypocenter in the same set-up, see Fig. 5(bottom right). In contrast, the conver-
gence probability of the new method is about 37 times that of the conventional method.
From the figure, we can also see that all the tested initial hypocenter in the rectangular re-
gion [48km,52km]×[2km,12km] converge to the correct hypocenter for the conventional
method. For the new method, this rectangular region is [36km,64km]×[1km,20km], its
area is about 13 times of the former.

Considering all of the above, we note that the new method works better for the deep
earthquake rather than the shallow earthquake. One explanation is that the convergence
domain is nearly symmetric about the earthquake hypocenter. But it doesn’t hold for
shallow earthquake in z direction since selecting the initial hypocenter above the surface
is non-physical. This discussion also applies to the following examples.

Example 4.2. Consider the two-layer model in the bounded domain [0km,100km]×
[0km,40km], the wave speed is

c(x,z)=

{
5.2+0.06z+0.2sin πx

25 , 0km≤ z≤15km,

6.2+0.2sin πx
25 , 15km< z≤40km,
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for depth earthquake and

c(x,z)=

{
5.2+0.05z+0.2sin πx

25 , 0km≤ z≤20km,

6.8+0.2sin πx
25 , 20km< z≤40km,

for shallow earthquake. The unit is ‘km/s’. We use the finite difference scheme [6, 41]
to solve the acoustic wave equation (2.1) with initial condition (2.2). The free surface
boundary condition is used on the earth’s surface, and the perfectly matched layer [17]
is used for other boundaries. The delta function δ(x−ξ) in the wave equation (2.1) is
discretized using the techniques proposed in [39].

δ(x)=





1
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, 2h< |x|≤3h,

0, |x|>3h.

There are 20 equidistant receivers on the surface

ηr =(xr,zr)=(5r−2.5km,0), r=1,2,··· ,20.

Since the hypocenter of earthquake is not far from the receivers, we only use the direct
wave to locate the earthquake.

Consider an earthquake occurs below the medium interface ξT = (50km,20km) and
origin time τT = 10s with dominant frequency f0 = 2Hz (see Fig. 6(top)). In Fig. 7(top
left), 1480 uniformly distributed grid nodes are tested as the initial hypocenter of earth-
quake ξ in the searching domain [10km,90km]×[0km,40km] for the conventional method.
There are 38 grid nodes converge to the correct hypocenter. For the new method, there
are 881 grid nodes converge to the correct hypocenter in the same set-up, see Fig. 7(top
right). In contrast, the convergence probability of the new method is about 23 times
that of the conventional method. From the figure, we can also see that all the tested ini-
tial hypocenter in the rectangular region [47km,53km]×[17.4km,22.6km] converge to the
correct hypocenter for the conventional method. For the new method, this rectangular
region is [33km,67km]×[5.5km,33.5km], its area is about 30 times of the former.

Consider an earthquake occurs above the medium interface ξT=(50km,6km) and ori-
gin time τT=10s with dominant frequency f0=2Hz (see Fig. 6(bottom)). In Fig. 7(bottom
left), 1344 uniformly distributed grid nodes are tested as the initial hypocenter of earth-
quake ξ in the searching domain [8km,92km]×[0km,25km] for the conventional method.
There are 68 grid nodes converge to the correct hypocenter. For the new method, there are
592 grid nodes converge to the correct hypocenter in the same set-up, see Fig. 7(bottom
right). In contrast, the convergence probability of the new method is about 9 times that
of the conventional method. From the figure, we can also see that all the tested ini-
tial hypocenter in the rectangular region [48km,52km]×[0.8km,15.8km] converge to the
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Figure 6: Velocity models in Example 4.2. The red pentagrams show the hypocenter of earthquake and the
black triangles indicate the receivers.

Figure 7: Illustration of the Example 4.2. The green point is the real hypocenter. The red pentagram and the
blue x-mark indicate the initial hypocenter at this location converge and misconvergence to the real hypocenter
respectively. Left: the conventional method; Right: the new method. Top figures for deep earthquake ξT =
(50km,20km) and bottom figures for shallow earthquake ξT = (50km,6km). In the light yellow rectangular
region, all the tested initial hypocenter converge to the correct hypocenter.

correct hypocenter for the conventional method. For the new method, this rectangular
region is [38km,62km]×[0km,12.6km], its area is about 5 times of the former.

Remark 4.1. In Example 4.1 and Example 4.2, we can observe a large convergence do-
main of our new method, see Fig. 5(right) and Fig. 7(right). On the other hand, the ray
theory based earthquake location method, e.g. the Geiger’s method, may provide close
locating results. If we use the ray theory based earthquake location method to provide
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an initial hypocenter for our new method, we may expect a much larger convergence
domain.

Example 4.3. Consider the velocity model consisting of the crust and the mantle, con-
taining an undulated Moho discontinuity and a subduction zone with a thin low velocity
layer atop a fast velocity layer [35], see Fig. 8 for illustration. The computational domain
is [0km,200km]×[0km,200km], and the wave speed is

c(x,z)=





5.5, 0< z≤33+2.5sin πx
40 ,

7.8, 33+2.5sin πx
40 < z≤45+0.4x,

7.488, 45+0.4x< z≤60+0.4x,

8.268, 60+0.4x< z≤100+0.4x,

7.8, others.

with unit ‘km/s’. We consider the same set-up as in Example 4.2, e.g. the forward
scheme, the boundary conditions and the discretized delta function. There are 12 re-
ceivers ηr = (xr,zr) on the surface with zr = 0, their horizontal positions are randomly
given, see Table 1 for details. In this example, we still only use the direct wave to locate
the earthquake. In real world, region with the similar velocity model is always seismo-
genic zone [32]. Earthquakes in this kind of region can occur in the crust, in the subduc-
tion zone or in the mantle [33]. Complex velocity structure makes source location very
difficult.

Table 1: Example 4.3: the horizontal positions of receivers, with unit ‘km’.

r 1 2 3 4 5 6 7 8 9 10 11 12

xr 21 33 39 58 68 74 86 98 126 132 158 197

We firstly investigate the case that the earthquake occurs in the mantle but the initial
hypocenter of the earthquake is chosen in the subduction zone, and its contrary case. In
Fig. 9, we can see the convergent history. The second case is that the earthquake occurs
in the mantle but the initial hypocenter of the earthquake is chosen in the crust. The con-
vergent history can be seen in Fig. 10. From these tests, we can observe nice convergent
result of the new method, even though the real and initial hypocenter of the earthquakes
are far from each other.

Example 4.4. In this example, we test the influences of the data noise and inaccurate
velocity model. The computational domain is [0km,100km]×[0km,40km], and the wave
speed is

c(x,z)=

{
5.2+0.06z+0.2sin πx

25 , 0km≤ z≤15km,

6.2+0.2sin πx
25 , 15km< z≤40km,
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Figure 8: Velocity model in Example 4.3. The black triangles indicate the receivers.

Figure 9: Convergent history of the first case in Example 4.3, from initial hypocenter in the subduction zone to
the real hypocenter in the mantle (top) and its contrary case (bottom). Left: the convergent trajectories; Right:
the absolute errors with respect to iteration step between the real and computed hypocenter of the earthquake.

Figure 10: Convergent history of the second case in Example 4.3, from initial hypocenter in the crust to the real
hypocenter in the mantle. Left: the convergent trajectory; Right: the absolute errors with respect to iteration
step between the real and computed hypocenter of the earthquake.
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Figure 11: Illustration of signal with noise in Example 4.4. The signal with noise d̃r(t) (blue line) and the
noise free signal dr(t) (red dashed line) for receivers r=1,4,8,16,19. The horizontal axis is the time t, and the
longitudinal axis is the index of receiver r.

with unit ‘km/s’. We consider the same set-up as in Example 4.2, e.g. the forward
scheme, the boundary conditions, the discretized delta function and the receivers dis-
tribution. Considering the influence of the data noise and inaccurate velocity model, the
inverse problem is solved by adding damping term. The detailed discussion can be found
in Section 2.2 of [35].

In the first situation, we add noise

d̃r(t)=dr(t)+Nr(t),

where Nr(t) is subject to the normal distribution with the mean µ= 0 and the standard
deviation

σ=5%×max
t

|dr(t)|.

The signal with noise d̃r(t) and the noise free signal dr(t) are illustrate in Fig. 11. Here the
real earthquake hypocenter is ξT=(50km,20km) and the origin time τT=10s. Consider the
initial earthquake hypocenter ξ=(30km,10km) and the origin time τ=13s, the convergent
history is output in Fig. 12. Taking into account the effects of noise, it is not suitable to
use the termination condition

∥∥ξk−ξk+1

∥∥< ε as given in step 4 of the algorithm given in
Subsection 3.3. Instead, we choose the hypocenter and origin time corresponding to the
smallest value of the misfit function.

kT =argmin
k

∑
r∈A

χr(ξk,τk).

Thus, the location result is (ξkT
,τkT

). According to Fig. 12, the magenta pentagram is the
final location result,

kT =17, ξkT
=(49.99km,19.78km), τkT

=10.03s.
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Figure 12: Convergent history of the first situation in Example 4.4. Top: the convergent trajectory; Bottom
left: the absolute errors with respect to iteration step between the real and the computed hypocenter of the
earthquake ‖ξk−ξT‖; Bottom right: the value of the misfit function ∑r∈Aχr(ξk,τk). The magenta square is the
initial hypocenter, the magenta plus denotes the hypocenter in the iterative process, the magenta pentagram
indicate the smallest value of the misfit function, and the red pentagram is the real hypocenter.

In the bottom left of the figure, the absolute error between the numerical hypocenter and
the real hypocenter is very small.

In the second situation, the real wave speed c̃(x,z) is a perturbation of the known
wave speed c(x,z)

c̃(x,z)= c(x,z)+N(x,z),

where N(x,z) is subject to the normal distribution with the mean µ=0 and the standard
deviation σ=5%×(6.2+0.2)=0.32. In Fig. 13, the velocity structures are presented. Here
we want to test convergence effect when the velocity model is inaccurate. Similar to the
previous discussion, we also choose the hypocenter and origin time corresponding to

the smallest value of the misfit function. We can also observe the real signal d̃r(t) corre-
sponding to the real wave speed c̃(x,z) and the inaccurate signal dr(t) corresponding to
the inaccurate velocity model c(x,z) in Fig. 14. Consider the initial earthquake hypocen-
ter ξ=(30km,10km) and the origin time τ=13s, the convergent history is output in Fig. 15.
The magenta pentagram is the final location result,

kT =23, ξkT
=(49.89km,19.96km), τkT

=9.99s.

And we can also observe a small absolute error between the numerical hypocenter and
the real hypocenter. Based on the above discussions, we believe that our method can
handle both data noise and inaccurate velocity model.
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Figure 13: Inaccurate velocity model c(x,z) (Left) and true velocity model c̃(x,z) (Right) in Example 4.4, the
second situation.

Figure 14: Illustration of signal with inaccurate velocity model in Example 4.4. The real signal d̃r(t) (blue line)
corresponding to the real wave speed c̃(x,z) and the inaccurate signal dr(t) (red dashed line) corresponding to
the inaccurate velocity model c(x,z) for receivers r = 1,4,8,16,19. The horizontal axis is the time t, and the
longitudinal axis is the index of receiver r.

5 Conclusion and discussion

The main contribution in this paper is that convergence domain of the waveform based
earthquake location method has been greatly expanded. Accordingly to the numerical
evidence presented earlier, the convergence domain has been enlarged 5∼ 100 times in
the two test problems. This means that even from the relatively poor initial values of
earthquake hypocenter, our method is also likely to convergence to the correct results
with high accuracy.

It should be noted that there are still many issues need to be further investigated:
(a) We only use direct wave for inversion. It is of course very interesting to invert the
earthquake parameters with other arrivals, e.g. the reflected wave. (b) Here, we deal with
2-D problem. For 3-D problem, we believe that the new method is also applicable. (c)
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Figure 15: Convergent history of the second situation in Example 4.4. Top: the convergent trajectory; Bottom
left: the absolute errors with respect to iteration step between the real and the computed hypocenter of the
earthquake ‖ξk−ξT‖; Bottom right: the value of the misfit function ∑r∈Aχr(ξk,τk). The magenta square is the
initial hypocenter, the magenta plus denotes the hypocenter in the iterative process, the magenta pentagram
indicate the smallest value of the misfit function, and the red pentagram is the real hypocenter.

Although we considered the effects of noise and inaccurate velocity model, the practical
data may be more complicated. Thus, we need to do more careful work. We hope these
can be solved in the near future.
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